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——— Abstract

We consider the problem of computing mixed Nash equilibria of two-player zero-sum games with continuous sets of pure
strategies and with first-order access to the payoff function. This problem arises for example in game-theory-inspired
machine learning applications, such as distributionally-robust learning. In those applications, the strategy sets are
high-dimensional and thus methods based on discretisation cannot tractably return high-accuracy solutions. In this paper,
we introduce and analyze a particle-based method that enjoys guaranteed local convergence for this problem. This
method consists in parametrizing the mixed strategies as atomic measures and applying proximal point updates to both
the atoms’ weights and positions. It can be interpreted as an implicit time discretization of the “interacting”
Wasserstein—Fisher—Rao gradient flow.

We prove that, under non-degeneracy assumptions, this method converges at an exponential rate to the exact mixed
Nash equilibrium from any initialization satisfying a natural notion of closeness to optimality. We illustrate our results
with numerical experiments and discuss applications to max-margin and distributionally-robust classification using
two-layer neural networks, where our method has a natural interpretation as a simultaneous training of the network’s
weights and of the adversarial distribution.

Digital Object Identifier 10.5802/0jmo.37

1 Introduction

Consider the min-max, or saddle-point, optimization problem

min  max f(z,y)dp(z)dv(y) (1)
L

HEP(X) veP(Y)

where P(X) and P(Y) are the sets of probability distributions over the sets of pure strategies X and Y, and
f: X xY = Ris the payoff function. In the language of game theory, P(X) and P()) are the sets of mized
strategies and solutions (u*,v*) of (1) are the mized Nash equilibria (MNES) of the two-player zero-sum game
(f,X,)). The conditions for the existence of a MNE are well-known since the 1950s. In particular, by Glicksberg’s
theorem [14] (later generalized as Sion’s minimax theorem [33]) a MNE always exists if X and Y are finite, or if
X and )Y are compact and f is continuous.

Many methods have been proposed to compute MNEs given zeroth-order access to f, including in noisy,
online or decentralized settings [6, 25]. Those methods are typically derived and studied for finite games (i.e.,
with finite strategy sets). When X and ) are continuous (say, differentiable manifolds) and we additionally have
access to the gradients of f, it is still possible to reduce the game to a finite one by discretization, but this not
only wastes the gradient information, it may also incur a prohibitively high discretization cost when X and )Y
have high dimension. In this paper, we thus study how to efficiently compute a MNE of (f, X,)) to a high
accuracy, when the strategy sets X', ) are continuous and given first-order access to f.
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2 Exponentially Converging Particle Method

Particle methods

In this setting, a possible strategy is to parametrize the unknowns via

m

n
szaiéz“ V:ijéyj,
i=1 j=1

and to use gradient methods to solve the reparametrized min-max problem

n m
min max q P ((0,2), (0,9) = 33 aibsf(wiys) o (2
TEX™ yeY™ i=1j=1
where A, = {a € R%; Z?zl a; = 1} is the n-simplex. This approach takes its inspiration from the recent

guarantees obtained for “weighted particle methods” for convex minimization on the space of measures. In
particular, adapting the Conic! Particle Gradient Descent (CP-GD) method [8] to the constrained min-max
context, leads to the Conic Particle Mirror Descent-Ascent (CP-MDA) method which defines a sequence of
iterates (a®,z%,b% y*)r>o by the update rule

2 F k gk bk gk N5%= Fn m(a® 2" b y*
ai§r+1 - afe g9 Fn,m (0”205 y*) bf+1 - b;‘?e a5 Fnom ) @
E+1 _ k 1.9 k ok pk ok E+1 _ & 1.0 k .k pk ok
Z; = i_UaT?SwiFn:m(a’x 7b7y) Y; _yj+af?3ijn,m(avxabvy )

Here 7,0 > 0 are step-sizes to be chosen and a* and b* are normalized to sum to 1 at each step. (The equations
above are for the case where X', ) are Euclidean and without boundaries; in general a retraction step is needed
for the update of z*, y*.) In the limit where 1,0 — 0, we obtain a continuous-time dynamics studied by [12]
under the name “interacting Wasserstein—Fisher—Rao gradient flow”, which they show admits a mean-field
limiting dynamics when n, m — oo and the initial iterates are randomly independently sampled.

Convergence to mixed Nash equilibria

The reparametrized saddle-point objective F, ,, is finite-dimensional, but is unfortunately not convex-concave in
general, and there is no known convergence guarantee for CP-MDA. In fact, taking o = 0, we recover the Mirror
Descent-Ascent, algorithm on the finite game (f, {?}:, {y9};) (a.k.a. multiplicative weight updates), and it is
known that the Bregman divergence of the iterates to the MNE is then non-decreasing [3]! For finite games, this
non-convergence issue can be resolved by considering instead the implicit version of the same algorithm, or other
methods which can be interpreted as tractable approximations of it [10, 29].

In this paper, we propose the implicit version of CP-MDA, which we call the Conic Particle Prozimal Point
algorithm (CP-PP).

We show that, if (1) admits a unique and non-degenerate sparse saddle point (u*,v*), and if CP-PP is
initialized close enough to optimality, then it converges to (u*,v*) at an exponential rate. Note that one can
always find such an initialization by sampling sufficiently many particles, setting 0 = 0 and taking the averaged
iterate in an initial warm-up phase, see Section 2.3. The convergence is established both for the Nikaido-Isoda
error (the natural measure of optimality for min-max problems) and for the Wasserstein—Fisher—Rao distance
to (u*,v*).

While CP-PP itself is not directly implementable, we also prove in a simplified setting that a computationally
efficient approximation of CP-PP, the Conic Particle Mirror Prozx algorithm (CP-MP), also converges to
(u*,v*) under the same conditions and with the same rate. We observe experimentally that its convergence
behavior is the same in the general setting.

We illustrate our work with numerical experiments, including examples of applications to max-F;-margin
and distributionally-robust classification with two-layer neural networks. We observe experimentally that
the explicit method CP-MDA does not always converge (although it does in some cases), so that using an
implicit time discretization of the dynamics, like CP-PP, is necessary for convergence in general.

! The term “conic” refers to the particular geometry on the space of couples (a;, x;) that leads to multiplicative updates on a;
and additive updates on x; in (3).
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1.1 Related work
Infinite-dimensional Mirror Descent-Ascent

For finite strategy sets X and ), the min-max problem (1) is finite-dimensional, and the classical Mirror
Descent-Ascent algorithm can be applied to obtain convergence of the averaged iterate to a MNE [4]. In [16], the
authors use sampling by Langevin dynamics to formulate an implementable version of Mirror Descent-Ascent
for continuous strategy sets, which coincides with the bona fide infinite-dimensional Mirror Descent-Ascent
algorithm in expectation.

Computing approximate MNEs via regularization
[12], [24] and [23] propose and analyze methods that solve an entropy-regularized variant of (1):

min max /X /y F(a, y) du(z) dvly) + B~ H(w) — B~ H(v)

HEP(X)veP(Y

where H(p) = [, log S (z)du(z) denotes negative differential entropy (and H(u) = -+o00 if y is not absolutely
continuous with respect to Lebesgue measure), and 3 is a fixed regularization parameter. The methods analyzed
in these papers correspond to the continuous-time dynamics called “entropy-regularized interacting Wasserstein
gradient flow” in [12]. Qualitative convergence properties are shown in [12], [24] proves convergence to an
approximate MNE in the quasi-static regime (i.e., when the step-size used to update p is infinitely smaller than
the one for v), and [23] proves convergence in a regime with finite timescale separation. The continuous-time
guarantees of the aforementioned works can be translated to discrete-time algorithms, thanks to the general
framework developed in [18] and [19].

Last-iterate convergence of proximal point methods for min-max optimization

In the optimization and learning community, there has been much interest in general convex-concave min-max
problems min, max, G(z,y). Some works focus on ergodic convergence, that is, convergence of the averaged
iterate: (% 25:1 k. % 2521 yk) For instance, the Mirror Prox and Proximal Point methods were introduced
in [30] to attain O(1/T) ergodic convergence for convex-concave C*! functions, instead of O(1/v/T) using Mirror
Descent-Ascent [4, 5].

Recent works showed that, while Mirror Descent-Ascent may not in fact converge in the last-iterate sense [27],
Proximal Point and related methods (e.g. Mirror Prox, Optimistic Mirror Descent-Ascent) do exhibit last-iterate
convergence [21]. In the special case of finding MNEs of finite two-player zero-sum games, convergence rates for
the last iterate have been derived by [10] and by [37] for Optimistic Mirror Descent-Ascent, under the assumption
that the MNE is unique.

It should be noted that, when using particle methods for the problem (1), the averaged iterate (% Z;‘:Zl uk,
% ZkT-=1 1/’“) consists of (n +m)T atoms in general. This means that averaging in measure space would result in
unacceptably large memory requirements in cases where the domain X or ) is large, such as for mixtures of
GANSs [12]. Another option is to take the average of the (a¥,2%) directly, but it would not a priori improve upon
the last iterate because F, ,, is not convex-concave.

There also exists a growing literature on nonconvex-nonconcave min-max optimization, which focuses on the
problem of finding local saddle points or even just stationary points of the gradient descent-ascent flow [11, 13].
Our result are stronger than what one could expect to achieve with techniques from that literature: We are able
to find the solution of (1), which gives a global Nash equilibrium of F, ,,, instead of simply stationary points.

The remainder of this paper is structured as follows. In Section 2, we state the problem, describe the
algorithm, and present the main result. In Section 3, we prove the main result. In Section 4, we discuss examples
of applications and present numerical experiments. In Section 5 we conclude and proof details are deferred to
the appendix.
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2| Main result

2.1 Problem setting: Computing MNEs of continuous games
Preliminaries

Let us first recall the general convex-concave min-max optimization framework. For convex sets M, N and a
convex-concave function F': M x N — R, a saddle point or solution of the min-mazx problem

i F
e )

is any pair (u*,v*) such that?
YueM,VveN, F(u',v) < F(u",v") < F(u,v").

The existence of saddle points is guaranteed for example by Sion’s minimax theorem when M and N are compact
and F' is continuous. The goodness of a pair (ii,7) can be quantified by its Nikaido—Isoda error (NI error),
a.k.a. duality gap, defined as

NI(f, %) = max F(i,v) — F(u, D).

v

Indeed, it is easily seen that NI(f, V) > 0 with equality if and only if (f, V) is a saddle point.

As an example, the problem of finding the MNE of a two-player zero-sum game with finite strategy sets
X =[n]={1,...,n} and Y = [m] and payoff function f(i,j) can be written as

n m

Inin max (a,b) Z Z a;bjf(i,7) =a' Mb
=1 j=1

where M;; = f(i,j) and A, = {a € R%;Y,a; =1} ~ P([n]). Since A,, and A,, are convex compact and

F(a,b) = a' Mb is convex-concave and continuous, Sion’s minimax theorem applies so saddle points exist.

Problem setting and assumptions

The min-max problem we are concerned with in this paper is that of finding a MNE of the continuous game
(f,X,)), as defined in (1):

min max {F(;MV) IZ/X/yf(%y)dN(x)dV(y)}7

HEP(X) veP(Y)
with the following assumptions.

» Assumptions.

1. The strategy sets are the d,- resp. d,-dimensional tori X = T% Y = Tds,

2. The payoff function f : X x Y — R is C?!, i.e., it has Lipschitz-continuous second-order differentials.
3. The MNE (p*,v*) of (1) is unique.

4. The MNE (p*,v*) of (1) is sparse, that is,

supp(p*) ={z7,1 € [n"]} and supp(v) ={yj,J € [m"]}
for some n*, m* < co.

Note that points 1 and 2 imply the existence of a MNE by Glicksberg’s theorem. Also note that point 4
is guaranteed to hold if the game is separable, that is, if f can be written as a finite sum of the form
fx,y) = > cuigr(x)hi(y) for some ¢y € R and g : X — R,k : Y — R continuous [34, Cor. 2.10].
Moreover, point 1 could be replaced by assuming only that A and ) are compact Riemannian manifolds without
boundaries; our analysis could be generalized to this setting (following [8]) at the expense of more technical

2 When F is not convex-concave, several notions of min-max solutions can be considered [11, §2.1], but we will never need
such considerations in this article. To fix ideas, we will use the strongest such notion (that of global saddle point) and call
solution of a nonconvez-nonconcave problem ming maxy G(x,y) any (z*,y") satisfying G(z*,y) < G(z,y™) for all z,y; but we
emphasize that this choice has no impact on any of our discussion.
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notation. Point 3 is crucial to our analysis, but also to all known last-iterate convergence analyses for MNEs in
finite dimension [10, 37].

Before stating the rest of our assumptions, let us remark a useful fact about the structure of the problem. By
definition the MNE (u*,v*) is characterized by

VueP(X), VveP(), F(u',v) < p< F(u,v") where p:= F(u*,v"),

ie.,

VouePX /(/fxydu ))du()>p and VveP /(/fxydu ))dz/() p.

= (Fv*)(z) = ((p*)TF)(y)

The function Fv € C(X) defined by this equation is the first variation of F' with respect to u at any (p,v) [32];
note that it is independent of y thanks to bilinearity of F'. Since min,cp(x) J gdp = miny g for any g € C(X),
the above inequalities are equivalent to

VeeX, (Fu)(z)>p and YVyel, (15) F)y) <p. (4)
As a partial converse, we also have
VIen), (Fv) (@) =p and VJ€[m], (6)TF)y)) =p (5)

since if (Fv*)(x}) > p for some I then we would have F(u*,v*) = [, (Fv*)(z)du*(z) > p.
Our second set of assumptions requires the inequalities (4) to be strict wherever possible, and even “strong
locally.

b2

» Assumptions (Non-degeneracy).

5. The first variations at optimum, Fv* € C(X) resp. (u*)"F € C(Y), are equal to p := F(u*,v*) only at the
{x7,1 € [n*]} resp. {y%,J € [m*]}.

6. The local kernels are non-degenerate, that is,

VIen], VXFri)(z;) =0 and VJe[m*], V2((u*)"F)(y5) <0.

These non-degeneracy assumptions are analogous to the ones made in [8] for minimization in the space of
measures. As for minimization, they generally cannot be checked a priori; but they can be checked a posteriori
after computing (u*,v*) by computing the Hessians of Fv* on supp(u*) and of (1*) T F on supp(v*), or simply
visually in the one-dimensional case as in Section 4.1 (Figure 3). Even though we do not have any rigorous result
in this direction, informally we expect the non-degeneracy assumptions to be generic in some sense. For example
they turned out to be satisfied in all of our experiments with random payoff functions of the form of Section 4.1,
with any dimension d, d,. Example 13 provides a case where all the assumptions can be checked analytically,
including the uniqueness of the MNE.

Our work provides the first convergence guarantee for the sparse continuous-game MNE setting (Assumptions 1,

4). On the other hand, Assumptions 3, 5, 6 are admittedly difficult to check a priori for any given (f, X, ).
But they are the minimal ones for our convergence analysis to go through, and we expect that they are very
difficult to relax.

2.2 The Conic Particle Proximal Point algorithm

In order to solve the saddle-point problem (1), we reparametrize the problem via p = Y. a0,
and v = Z;ﬂ:l b;jd,, and we use a particle gradient algorithm to tackle the reparametrized problem (2):
ming ; maxy, y Fr m((a, ), (b,y)). Specifically, we analyze the Conic Particle Proximal Point (CP-PP) algorithm
given by the update rule

n

1 1
k4+1yy . k k k
= argminarg max I, ,,((a,2),(b,y)) + —=D(a,a”) + — T — T,
) = argminargmax Fou((a2), (b)) + 3 Dl ) + 503 b =t

zeX™  yeY™

((ak+1,.’£k+1), (bk+1, y

~ PO = 5 Sl @
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Algorithm 1: Conic Particle Proximal Point, implementable variant
Input: f: X xY >R, nmeN* no>0,T LecN*
Initialize 20 = (a®, 2°,8°,9%) € A, x X" x A, x Y™ ;
for k=0,...,T—1do
20— 2k
for[=0,...,L—1do
Vi, a+ « gle e () 7 with Z such that G € A, ;
Y i, Z'H — 7t — J%%Fnym(zl) ;

similarly for b'*1 and 7'+!
Lkt

L +zt
return p7 =31 | aiTcSIiT, v =37 b0, T

where 7,0 > 0 are constant step-sizes to be chosen and D(w,w) = }_, w;log * denotes Kullback-Leibler

12
T; —xiH is

2

divergence a.k.a. relative entropy. Interestingly, the function D ((a,x), (@,7)) = D(a,@) + 5= >, @;
technically not a Bregman divergence (it does not satisfy the last point of Lemma 47), due to the “cross-terms
in the second term.

The following lemma, proved in Appendix B, justifies that the CP-PP update is well-defined.

» Lemma 1. Under Assumptions 1-2, there exist ng, o9 > 0 (dependent only on (f,X,Y)) such that if n < ng
and o < oq, then the objective function in (6) is convez-concave over a ball centered at ((a®,x*), (b, y*)), and it
has a saddle point in the interior of that ball.

Implementable variant: Conic Particle Mirror-Prox (CP-MP)

Note that every CP-PP update requires solving a min-max optimization problem (6) exactly. In practice, in the
spirit of [30], one may obtain an approximate solution to (6) by running an inner loop where F,, ,,,((a, x) (b, y))
is replaced by its first-order approximation at the current point, starting from (a°, z°, I g0 = (aF, 2%, b8 yF):

~l+1 ~I4+1 Ji+1 ~1+1
@z oyt

n

o T~ 1 1
= arg min arg max <VFn,m (al,o:l, bl,yl) ,(a,z,b, y)> + fD(a,ak) + — ZCL?HSQ — :EfHQ
a€EA, beA,, n 20 i=1
zeEXT yeynL -

1
- PO = 5 Sl

and letting (a* 1, g1 pF+1 gk 1) = (GL FL bl FL), where L > 1 is the number of times we run the inner loop

at each k. Each iteration of the inner loop decomposes into four independent mirror descent updates. Pseudocode
for this implementable variant of CP-PP is given in Algorithm 1, where to lighten the notation we use the
shorthand z¥ = (a¥, 2%, b%, ¢*).

One can check that L = 1 corresponds to the CP-MDA algorithm described in the introduction, and that
for L = oo we recover CP-PP. When L = 2, we refer to this method as Conic Particle Mirror Prox (CP-MP).
Similarly as in [30], one can expect that L = 2 actually suffices to obtain the same convergence behavior as
L = o0; this is confirmed in numerical experiments, and proved in a simplified setting (Proposition 6). This
behavior can be explained by the fact that Proximal Point and Mirror Prox updates coincide up to order-3 terms
in the step-size (see Lemma 49 and Lemma 50).

Relation to Wasserstein—Fisher—Rao (WFR) geometry

The Wasserstein—Fisher—Rao distance, a.k.a. Hellinger—Kantorovich distance [9, 20, 22] is a distance on the set
of non-negative measures which metrizes narrow convergence and combines features of the Fisher—Rao and of
the Wasserstein distances. This last fact is perhaps easiest to see in its dynamical formulation [22, Thm. 8.18]:

WEFRZ (o, p11) = inf //(Hvt g rt( )2> dpy () dt (7)

(pe,ve,me) EA(po,p1)
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where A(po, p11) is the set of triples (¢, vs,7¢)o<t<1 such that (u¢)¢cjo,1) is a weakly continuous curve in M (&)
the set of non-negative measures with endpoints g and pq, v; € Lit(/'t’)dm, ry € Lit (X), and satisfying the
continuity equation with source Oppis + V - (usv:) = pery in the sense of distributions. (See [9, 22] for equivalent
static formulations). Here the scalars i and o trade off the Fisher-Rao (“local growth and destruction of mass”)
and Wasserstein (“movement of mass”) components of the distance.

The CP-MDA, CP-PP and CP-MP algorithms are time-discretizations of the interacting WFR, gradient
flow [12], which is the finite-particle version of the WFR gradient flow in measure space [8, Prop. 2.1]. Because of
this connection, the CP-PP iterates’ WFR, distance to the MNE (or rather a simpler proxy of it that is sufficient
for our purpose) will play a central role in our convergence analysis.

2.3 Main convergence result
Our main result is that the CP-PP algorithm (6) converges locally at an exponential rate. Its proof follows
from Proposition 7, Proposition 8 and Theorem 9, as shown in Appendix I.

» Theorem 2. Fiz any I'g > 1. Under Assumptions 1-6, there exist ng, o9 > 0 such that for alln < ng,o < og
with Fgl < % < Ty, there exists C,C' 1o,k > 0 such that if NI(u°,v°) < rg, then the CP-PP iterates

(k%) = (X0, aféwk, > bféy ) satisfy for all k € N
NI(p*,v%) < C(1 - k)"
and WFRS(pF, u*) +WFR2(uk,u*) <C'(1 - k).

In particular, since WFR metrizes narrow convergence, p*,v*

[odu* — [¢du* and V¢ € C(Y), [¢dv* — [pdv*.

The dependency of C,C’, 1o, s on the problem data (f, X,)) appears quite subtle, unfortunately. It can be
traced back to Lemma 18 establishing an “error bound” type inequality which relies on uniqueness of the MNE,

converge narrowly to p*,v*, that isV ¢ € C(X),

making it difficult to quantify. The known analyses for finite-game MNEs [10, 37] face the same drawback.

Dependency of the constants on the step-sizes 7, o

The quantities C, C’, ¢, k appearing in the theorem depend on the step-sizes. Our proof technique requires to
take them at most of order ro < 7n'7/%, k <n?, and C > 77’1/57’3/5, c' >z n*2/5r§/5 (supposing n < o), as one
can check from the proof in Appendix I and the statements of Proposition 7, Proposition 8 and Theorem 9.
So our approach only applies for discrete-time algorithms, and would not allow to show convergence of the
continuous-time flow associated to CP-PP.

Indeed if we formally let 1,0 — 0, the localness requirement on the initial iterate NI(u%,2%) < ro 1020
reduces to requiring (u°,2°) to already be the MNE. Even ignoring the localness requirement, the bound
(1- @(ng))k becomes constant when k = L%J for a fixed t and < 0 — 0; so the bound does not vanish as ¢
increases.

Interestingly, experimentally we do observe convergence of the continuous-time flow in some (but not all)
cases; see Section 4.1. It is worth mentioning that for X and ) finite, the Fisher—-Rao gradient flow does not
converge [27], so the fact that we sometimes observe convergence of the flow may be specific to conic particle
gradient methods.

Necessity of taking 7,0 > 0 (comparison with pure Fisher—Rao and pure Wasserstein particle methods)

If o = 0, the position variables (z*,y*) of CP-PP stay constant throughout the algorithm, and only the
weights (a®,b*) vary. This corresponds to the Fisher-Rao gradient dynamics.
If the initial measure variables (u°, ") were supported on a large number of points {Z1,...,Z,} resp.
{U1,...,Ym} covering X resp. Y uniformly, one may expect CP-PP to converge locally exponentially to
(u>°,v>°) a MNE of the finite game (f, {Z;}i, {7;};).> By continuity of f, the “price” of the discretization
with respect to the original game can then be bounded by NI(u>,v>) = O (n=1/ds 4 m~1/ds). That is,

3 In fact there is no guarantee so far that the last iterate of CP-PP with ¢ = 0 will converge locally to a MNE of the finite game
( IRCTR, }J) (although the averaged iterate is guaranteed to converge globally to one by [30]). Indeed, while [26, App. D]
shows qualitative convergence without a rate, known quantitative last-iterate convergence guarantees for finite games [10, 37]
require the MNE to be unique, which may not be the case a priori for (f, {Z:}i,{v; }J)
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in order to achieve a NI error of O(e), it is sufficient to let n = (1/e)% m = (1/¢)%, and to run CP-PP
to convergence with o = 0; however the computational complexity of each iteration would then be ©(nm),
which can be prohibitively costly if d, d, are large.
Also note that if (u°,1°) are supported on the entire space X resp. ), we can only expect convergence
of CP-PP to the exact MNE at a rate < 1/k in the worst case, and not at an exponential rate [7] (a
worst-case example can be constructed by using a similar idea as in Proposition 5.5, Setting II of that
paper).
If n = 0, the weight variables of CP-PP stay fixed, and only the positions vary. This corresponds to the
interacting Wasserstein gradient dynamics [12].
This dynamics has a degraded behavior because of it has fewer degrees of freedom. For instance, for (u°, %)
supported on finitely many point and af = %, b(; = %, the CP-PP iterates cannot converge to (u*,v*)
exactly, unless the solution weights a7, b% happen to all lie in %Z resp. %Z.
Even allowing for (1%, %) supported on the entire space, we are not aware of any convergence guarantee

to (u*,v*) for this dynamics, in continuous time or otherwise.

Agnosticity to the numbers of particles n, m

The numbers of particles n, m used in the CP-PP algorithm do not appear in the theorem, nor are they hidden
in the constants. In particular the convergence rate does not deteriorate with large n, m while the per-iteration
cost is linear in n + m. Even the condition that n > n* and m > m™* (the sparsities of (p*,v*)) does not appear
explicitly, but it is implied by the localness condition NI(u°, %) < ro. That is, ry is defined such that, if n < n*
or m < m*, then there simply do not exist atomic measures x°, ° with n resp. m atoms that achieve NI error
less than rq.

The fact that our result is agnostic to such overparametrization should be viewed as a strength. Indeed the
convergence guarantee does not deteriorate with large n, m, and on the other hand allowing ourselves to use
arbitrary (n,m) # (n*, m*) enables simpler warm-up procedures. In terms of the application to classification
with two-layer neural networks presented in Section 4, this agnosticity means that our results apply regardless of
the number of hidden neurons, as long as it is not too small.

A possible two-phase procedure

While our proposed algorithm is only shown to be locally convergent, we would like to stress that it is the
only known one that can provably converge to the actual solution (u*,2*). This is in contrast to any algorithm
relying on discretization of the strategy spaces &', ), since these algorithms can only ever output measures
(u*, %) whose support does not even match the optimal one (unless one is extremely lucky when choosing the
discretization). So one way to take advantage of our proposed algorithm and performance guarantee, is to use it
as a second “high-accuracy” phase, preceded by a warm-up phase with global convergence guarantees.

A simple such warm-up procedure is to fix ewarm-up < To, to discretize X and Y by n = (1/ swarm_up)dz,
m = (1/ewarmup)?* grid-points {Z;}:, {y;};, to run Fisher-Rao Proximal Point (i.e, CP-PP with ¢ = 0) for
Twarm-up = 1/€warm-up iterations and take the average of the iterates. Indeed this ensures a NI error of O(ewarm-up)
for the discretized game [30], and the NI error for the discretized game is O(ewarm-up)-close to the NI error for
the original game by the choice of n, m. The per-iteration complexity of the first phase is ©(nm) and that of
the second phase is ©(n +m) = O((1/ewarmup)? %), which could still be large. But note that with the same
per-iteration complexity, one can then exponentially fast achieve NI error less than ¢, for any € < ewarm-up. This
“high-accuracy” regime is where our method improves upon classical discretization-based algorithms.

Note however that, unfortunately, we cannot control the size ry of the neighborhood where our local result
applies. Even worse: even if the quantity rog was known, this would still not suffice to certify efficiently that
neighborhood is reached, as the NI error is difficult to compute and even to upper-bound. Thus we are at present
unable to deduce a provably globally convergent algorithm from our work. (If convergence rates are not desired,
then it suffices to use the two-phase procedure proposed above along with some form of the doubling trick to
choose &warm-up-)
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3 Convergence proof

Throughout this section, we make the Assumptions 1-6 described in Section 2.1. Furthermore, to lighten notation,
we denote by zF = (a*, xk b*, y*) the iterates of the CP-PP algorithm. We denote the sparse unique MNE as

wr= Z apdy: and v = Z b0y with a7, b} > 0.
I€[n*] Je[m*]

The variational inequality characterizing CP-PP
From Lemma 1, we know that z**! is well-defined as the saddle point of a convex-concave function in the interior
of its domain. Just by writing out the first-order optimality conditions in the argmin/argmax, we see that the

CP-PP update (6) is characterized by the variational formula

k1

b
V oy — T, b, k+1 < k-‘rl 1 bk-‘rl 1 J
z = (a,z,b,y), ngap(z E ) log 4 + E ) log e

+gzai (@™ _xf’x”_xfﬂ 2 Zbk@’““ T AR )
i

(both sides are linear in z — z**1), where we introduce, for all z = (a,z,b,y) and 2z = (@, f,g, v),

Va a—a
SN Ve o | Z—= ~ SUSN o
gap(z; Z) = *vb Fn,m<z)a ’b\_ b > and gap(z7 Z) = Fn,m((a’7 .’17), (ba y)) - anm((a’? .’L'), (b’ y))
-V y—y

One can check that z* is in the (relative) interior of (A, x X™) x (A, x Y™) for all k (provided z° is), so (8)
holds in fact with an equality (but we continue to write inequalities to show the generality of our arguments).

The significance of the quantity gap(z;z) comes from the fact that, if F), ,, was convex-concave, z would be
a saddle point if and only if V z,gap(z; 2) <0, as a solution of the Stampacchia variational inequality [11, §2.1].
Furthermore, gap(z;z) can also be interpreted as a first-order approximation of gap(z;Zz), whose significance is
that NI(}, @;03;, ) @(5%) = max, gap(z; 2).

3.1 Exact-parametrization case

In this subsection, we present a short proof of our result in the simpler case where we additionally assume that
the number of particles (n,m) is exactly equal to the sparsity of the solution (n*,m*). Relabel the solution
particles (a},x) resp. (b%,y%) arbitrarily so that they are indexed by i € [n] = [n*] resp. j € [m] = [m*].

The convergence analysis relies on the Lyapunov function V(a,x,b,y) = V(a,x) + V(b,y) where

> el —aif )

=:Vpos(a,z)

V(a,z) = D(a*,a

Vi (a,2)

L
o

[\3\»—!

and similarly for V' (b,y). For ease of presentation, also let Vi(a,z) = Viei(a, ) + Vpos(a, ), and similarly for
Vi(b,y) and Vi(a,x,b,y). Note that we always have (LA o/n)V <V} < (1Vo/n)V

Note that V(a,z,b,y) > 0 and that equality holds if and only if (a,z,b,y) = (a*,z*,b*,y*). We can also
relate this quantity to the NI error as follows; in particular V is arbitrarily small for NI small, and vice-versa.
The proof can be found in Appendix D.4.

» Proposition 3. Assume that n =n*,m = m™* and define V1 as in (9). There ezist a constant C > 0 dependent
only on (f,X,Y) such that, for any z = (a,z,b,y), denoting =, a;0,, and v = Zj bidy,,

v) < Cy/Vi(2).

Moreover, there exist C',r > 0 dependent only on (f, X,Y) such that if NI(u,v) < r, then up to permuting the
labels of the solution particles (so that, for each i € [n], x; is in a neighborhood of x}, and not necessarily of =,

for i #1i),
C'Vi(2)%/* < NI(u,v).
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Our choice of Lyapunov function is essentially a proxy for the squared WFR, distance (7) of u to u* and of v
to v*, as shown in [8, Lem. D.1]. In our notation:

» Proposition 4 ([8, Lem. D.1]). Assume that n = n* and define V' as in (9). There exist constants C,r > 0
(dependent only on p*) such that for any (a,x) with V(a,x) < r, denoting p =73, a;0y,,
WERS (s, %) < 2V (a,2) (1+C2L) .
o

The main result of this subsection is that the CP-PP algorithm converges locally at an exponential rate, as
measured by the Lyapunov function. Convergence measured by NI error and by WFR distance (Theorem 2 with
the additional exact-parametrization assumption) could be shown by combining Theorem 5 with Proposition 3
and Proposition 4.

» Theorem 5. Assume that n =n*,;m = m* and define V as in (9). Fixz any 'g > 1. There exist 1,00 such
that for all n < ng,0 < og with 1"61 < % < Ty, there exists 1o > 0 such that if V(zo) <rg, then the CP-PP

iterates z* satisfy
Yk, V(5 < V(01— k)"
for some constant k > 0.

More precisely, one can check from the last step of the proof that the rate x and the localness level ry can at
most be chosen equal to n? times a constant (dependent on (f, X',)) and I'g).

Proof. Evaluate (8) at z = (a*, 2", b*,y*). By the Bregman three-point identity on h: a+— aloga —a+1 (so
that the Kullback—Leibler divergence D(-,-) is equal to the Bregman divergence of h summed component-wise)
and on x +— 1|z|?, we can rewrite the obtained inequality as

ngap(z*; 2"t < V(2F) - V(zM)

D(ak+1 )+D(bk+1 bk Tl Z kak+1 fHZ QJZbk ‘ykﬂ_yﬂ‘z

: D(k+1,k)

DD ] R ) WAL R (10)
¢ j

=: [err]

Now one can show that, if < 19,0 < g9 and V(z*) < rq for some 79, 09, 79 dependent only on (f, X',)) and
I'y, then both [mini af A min; bk] and [mlnz k+1 ka]
(Lemma 31), and so

(Lemma 33) The left-hand side is lower-bounded as ngap(2*; 25+1) > nZun V. (2) + O (nV (2F+1)3/2) for

some opin > 0 dependent only on (f, X',)). This inequality is a consequence of the “quadratic growth” and

“star-convexity” properties discussed in Section 3.3.1, resp. Section 3.3.3.

(Lemma 38) There exists a constant C' > 0 dependent only on (f, X,Y) and T’y such that D(k + 1,k) >

Cn?V (zF1) 4+ O (nV (2*1)?). This inequality follows from an “error bound”-type result discussed in Sec-

tion 3.3.2.

(Lemma 36) The terms on the third line, that arise due to the fact that the divergence used in the update (6)

is not a Bregman divergence, are bounded as [err] = O (nV/(zF+1)3/2).

A min; are lower-bounded by a fixed positive constant

In each of the bounds above, the O( ) hides a constant dependent only on (f, X',)) and I'y. By plugging these
bounds back into (10), we obtain

V(Zk+1) < V(Zk) -~ anv(zkﬂ) 10 (nv(zk+1)3/2) .

In particular, since V(2**1) is bounded by a constant (Lemma 31), for small enough 7y and oy we have that
V(zF+1) <2V (2F). By rearranging we get

V() < o {C _VO(ZE)\/TM .
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Hence, for appropriately small choices of rg, we have V(2%) < rg = V() < 2rp = V(F1) <
V(2*)(1 — k) for some & > 0. The final result follows by induction. <

3.1.1 Convergence of CP-MP

In the exact-parametrization case it is relatively easy to extend our convergence result for CP-PP to CP-MP
(the implementable variant of CP-PP, Algorithm 1, with L = 2). Namely CP-MP converges under the same
conditions and with the same rate as CP-PP.

» Proposition 6. The statement of Theorem 5 also holds for z* being the iterates of CP-MP.

The proof of the proposition, in Appendix H, essentially relies on the convergence result for CP-PP and on
the fact that the CP-MP and CP-PP updates coincide up to order-3 terms in the step-size. In particular we
derive order-2 expressions for the Mirror Prox and Proximal Point updates under quite general assumptions
(Lemma 49 and Lemma 50), which may be of independent interest.

3.2 General case

In general, the sparsity of the solution (n*, m*) is not known in advance, and n # n*,m # m*. Contrary to the
exact-parametrization case where the choice of Lyapunov function was relatively straightforward, here it must be
carefully designed, due to overparametrization. Indeed, the variables (a, x, b, y) and the solution (a*, z*, b*, y*) live
in different spaces: a € A,, # A« 3 a*, so we cannot just evaluate the algorithm’s characterizing inequality (8)
at the solution.

We define a Lyapunov function V (a,x,b,y) = V(a,z) + V(b,y) by the following construction, generalizing [8,
Eq. (20)]. See Figure 1a for an illustration.

Fix (¢1)7e[o,n+] @ partition of unity of X centered at the (27);, i.e.,

Each ¢ is a measurable function X — R;

VIen], or>0and pog=1-— ZIeI* pr > 0 over X;

VIein, ¢r(z}) =1
For any a € A,,,x € X™, define the aggregated weights, the aggregated positions and the local covariance
matrices of =", a;0,, as

VIel0,n"], as :/ erdu and VIeln], z :/ x @i(x) dp(z)
X

o :/X(x—@)(x—@f 21 41 2),

ar

Le., in discrete notation,

a

Q4 iGq _ _
VIe[n], ar= Z@Iiai Iy = Z QPII T Y= Z %(Sﬂi —Zr) (@ — fCI)T (11)

where ¢r; = pr(x;), and ap = 1 — ), ay is the stray weight.
Let, for any a € A,z € X™,

* = Nl R
V(a,2) = D(a*,a) + - §§I:a, (o = Z1))* + Tx(Z1)) - (12)
=:Vivei(a,z)
=Vpos(a,x)

Similarly, fix (1.7) se[0,m+] & partition of unity of J centered at the 37, similarly define be Ap-andje Y™ for any
be A,y € Y™, and similarly define V'(b,y). For ease of presentation, also let Vi (a, x) = Viwei(a, ) + Vpos(a, z),
and similarly for V4 (b,y) and Vi(a,z,b,y). Note that we always have (1 Ao/n)V <V <(1Va/n)V.

The Lyapunov function V' depends on the choice of partitions of unity (¢;); and (¢;);. They can be freely
designed so as to make the proof go through, as long as they satisfy the conditions announced above (non-negative,
sum to 1, pr(z3) = 1). For example, our analysis for the exact-parametrization case was equivalent to choosing
as ¢y the indicator function of a small ball centered at x5 (Claim 16). Proving convergence in the general case
requires a much subtler choice; specifically, the partitions of unity we use for the proof of our main result are
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1.0
0.5
— 0.0
Xy — AT x; X X, + AT
(a) Green stems represent the particles: abscissa indicates z; (b) y = exp(—@) if |z < 2, y = 0 otherwise

and stem height indicates a;

Figure 1 Illustration of the construction defining V' (a, z)

defined as

_ M=z )®

exp( T) if Hx—a:}” < AT

0 otherwise

pr(r) = (13)

for some bandwidth resp. cut-off parameters 7, A > 0 chosen as functions of  and o. The cut-off parameter A is
used to ensure that ZI,;H e (z3) = 0 and so o(z}) > 0. See Figure 1b for an illustration in one dimension
with 7 =1, A = 2.

Note that V(a,z,b,y) > 0 with equality if and only if (@, Z,b,7) = (a*,z*,b*,y*) and 7,57 =0 for all I, J,
i.e., if and only if (u,v) = (u*,v*). Beyond this equivalence, similarly as for the exact-parametrization case, we
can show the following relation between V and NI error. The proof of the following proposition, as well as a
more quantitative version of it, can be found in Appendix D.*

» Proposition 7. Define V1 as in (12) with the partitions of unity (¢r)r and (¥y)s as in (13). Suppose that At
is less than some constant dependent on (f,X,)). There exists a constant C > 0 dependent only on (f,X,))
such that, for any z = (a,x,b,y), denoting j =, a;0,, and v = Zj bjdy,;,

NI(, ) < Cy/TA(E).
Moreover, there exist C',r > 0 dependent on (f,X,)), A and T such that, if NI(u,v) < r, then
CVA(2)P/ < NI(, ).

More precisely if A, 7 are chosen as functions of 9,0 as in (23) and Fal < % <Tg for some 'y > 1, then r and
C’ can be chosen as \/o times constants dependent only on (f,X,Y) and Iy.

The Lyapunov function V is by design essentially a proxy for squared WFR distance (7) of u to p* and of v
to v*. Indeed we followed the same construction as for [8, Lem. D.1], with the nuance that ¢; and v are not
necessarily indicator functions. A simple modification of their proof shows that, in our notation:®

» Proposition 8 (Modification of [8, Lem. D.1]). Define V' as in (12) with the partitions of unity (¢r)r and
(1) as in (13). There exist constants C,r > 0 (dependent only on p*) such that for any (a,x) with V(a,z) <r,
denoting j1 =Y, a;idy,,

WEFRZ (1, 1) < 2V (a, z) (1 + cg(MF) :

The main result of this subsection, proved in Appendix E, is that the CP-PP algorithm converges locally
at an exponential rate, as measured by the Lyapunov function. Convergence measured by NI error and by
WEFR distance (Theorem 2) follows by combining Theorem 9 with Proposition 7 and Proposition 8 as shown
in Appendix I.

The reason why we need to split Proposition 7 into two parts is that the inequality V' < NI (for any exponent «) cannot be
true for all (a,z,b,y). Indeed, NI is bounded, but V' may be infinite due to the terms D(a*,a) if u has no mass near one of
the z7’s.

Namclly the modification to bring to the proof of [8, Lem. D.1] is (in the notations of that paper) to use the transport plan that
sends (r, ) to (%r}, 9}) with probability ¢r(0) and to (0,8) with probability ¢o(6). The present work uses Kullback—Leibler
divergence while [8] uses squared Hellinger distance, but the difference can be controlled similarly as in Lemma 46, thanks
to Lemma 19. The factor Z can be thought of simply as a linear rescaling of || - 1%
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» Theorem 9. Define (pr)r, (¢5)s as in (13) and define V as in (12). Choose A\, T as functions of n,0 as
n (23). Fixz any Ty > 1. There exist ng, oo such that for all mp < ng,o < og with Fgl < % < Ty, there exists
ro > 0 such that if V(2°) < ro, then the CP-PP iterates satisfy

VE, V() < V(0 - k)
for some constant k > 0.

More precisely, one can check from the last step of the proof (Appendix E.6) that the rate x can at most be
chosen equal to n? times a constant, and that the localness level rq can at most be chosen equal to n? times a
constant (dependent on (f, X,)) and T'y).

The full proof of the theorem can be found in Appendix E. It has the same general structure as for the
exact-parametrization case, but needs to deal with the following difficulties:

The variables (a,z,b,y) and the solution (a*,z*,b*,y*) live in different spaces so we cannot just evaluate

the characterizing inequality (8) at the solution particles. Instead we identify a notion of “proxy solution

particles” (a®), () bt y()) € A, x X" x A, x Y™, namely

k41 k+1
acg* =it 4 Z Oh(xy —2F) and al(*) = Z cﬁi@“ ) (14)
I€[n*] Ie[n*] ar

where gplfj = pr(x k+1), and similarly for b*), ). We show that evaluating (8) at (a(),z(*), p(*) 4(*))
makes the Lyapunov function emerge naturally, yielding a general-case equivalent of (10).

Compared to the exact-parametrization case, several additional error terms appear, which are much more
delicate to control. For example, we need to bound £ 3,3 a (cp];;rl - %) ||:c§ — :vf“z
did not appear in (10). This requires some technical work, and it is here that we benefit from choosing the
partitions of unity as (13); the choice of the parameters A and 7 also requires care.

The stray-weight and variance terms of the Lyapunov function do not appear in the error-bound-type
inequality of Section 3.3.2, so we do need to combine that result with the quadratic growth and star-convexity

properties, contrary to the exact-parametrization case.

, a term which we

3.3 A crucial proof ingredient: lower growth properties

For unconstrained min-max optimization of a smooth convex-concave objective G(z,y), the proof of convergence
of the (Euclidean) Proximal Point method essentially reduces to three steps:

1. Letting gap(z;2) = G(z,y) — G(=,y) and gap(z;2) = <<_Vv'”y )G(E), zZ— z>, notice that

gap(z; 2) = gap(2; 2) + Da(.9) (4, T) = Dae,) (4, Y) = gap(2; %)

where D denotes a Bregman divergence, by convexity-concavity.
2. The Proximal Point update is characterized by the variational inequality, analogous to (8),

Vi nEB(s ) € (- 4 R ) = e P Gl - R Gk -

3. In particular evaluating at the saddle point z* assumed unique for simplicity,

1 Py ; kH2 k+1)

F o < —ngap(z*; 2

1

k+1) Py

1 2
—-n [Dg(‘7yk+1)(1'*,l' — Dg(mk+1,.)(y*7yk+l)] — §||Zk+1 — k” .
Depending on the properties of G, we lower-bound one of the three terms appearing with a negative sign
on the right-hand side. For example,
If G satisfies (a min-max analog of) the quadratic growth property [15, Def. 5.1], i.e., if there exists C' > 0

such that

Yz, gap(z*;z) > ||

then we can directly conclude to exponential decrease of the Lyapunov function V(z) = %Hz* — zH2 with a
rate at least Cn
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If G satisfies the error bound property with constant C’ > 0 [17, 35], i.e., if

’< VaG(2) >H > |z - 2],

v _VyG(Z)

—V.G(zF )

: k+1 _ Lk _
then since z z 7]( v, GlR )

(C'n)?.
We note that convexity-concavity of G is not essential. (Suppose existence and uniqueness of the saddle
point z* is guaranteed by some other property that convexity-concavity.) Indeed, to lower-bound the
second term on the right-hand side, it suffices to have G (p/-strongly) star-convex-concave [15, Def. 5.1],
that is

), we can conclude to exponential convergence with a rate at least

I
V 2z, Dg(.(@*,2) = Da,) (Y™, y) > %| 2F — z”2

In total, if G is (u'-strongly) star-convex-concave, satisfies quadratic growth with constant C, and error bound

with constant C’, then we can conclude to exponential convergence with a rate at least CJ;“ n+ (C'n)2.

In our case (constrained min-max optimization of the overparametrized objective F), ,,, using the divergence

D ((a,),(@,2)) = D(a,a) + 5= >, @i|z: — ic}HQ which is non-Euclidean and not even a Bregman divergence)
the analysis is significantly more technical, but it involves the same basic ingredients.

3.3.1 “Quadratic growth” with respect to the position and stray weight variables

We establish a quadratic growth property for F, ,, involving only some of the desired terms in the lower bound.
Analogously to the analysis of [8] for minimization, the proof relies on the non-degeneracy Assumptions 5-6;
a crucial difference however, is that we do not have quadratic growth in the weight variables. To be precise,
compared to the assumption (A5) of [8], our non-degeneracy assumption concerns only the so-called local kernels
H;, Hy, and the min-max analog of the global kernel (K in that paper’s notations) is necessarily zero due to the
bilinearity of F'(u,v).

The precise statement of our result is given in Appendix C.1; here we state a simplified version to give the
intuition.

» Lemma 10 (“Quadratic growth”, simplified). There exist constants r,C > 0 only dependent on (f,X,)) (and
on A\, 7 in the general case) such that, for any z = (a,x,b,y) with V1(z) <r, then

F(p,v*) = F(u*,v) > C (VPOS(Z) +ao + EO)
where pp= Y"1 a;0y, and v = Z;n:l b;dy, (and Gy = by = 0 by definition in the exact-parametrization case).

Note that ||@ — a*||; does not appear in this inequality, but it will appear in the error-bound-type inequality
discussed in the next paragraph. Conversely ag and ), a; Tr(X;) appear in the inequality of this paragraph but
not of the next.

3.3.2 “Error bound” with respect to the weight and aggregated position variables

It is well-known that the error bound property holds for strongly-convex-strongly-concave and smooth min-max
objectives, or for bilinear objectives constrained to a product of polytopes [35]. In our case, the reparametrized
objective F, m(a,x,b,y) is bilinear in the weight components (a, b), and intuitively it possesses some local strong
convexity-concavity in the position components (x,y) thanks to Assumption 6. But these two facts are not
enough to directly show an error bound inequality, because the constant C' for the components (a,b) may depend
arbitrarily badly on (z,y) a priori. Instead we use an argument, inspired by [37, Lem. 14], that also exploits the
Assumption 3 of uniqueness of the MNE.

Again, the precise statement of our result is deferred to the appendix Appendix C.2; here we state an informal
version to give the intuition. We also refer to the second paragraph of that appendix for an interpretation of the
quantity appearing on the left-hand side.
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» Lemma 11 (“Error bound”, informal). Consider any z = (a, .0, Y) € Ap X X" x A, X Y™, For any
(AD)1em#)» (B1)sepm=) (and Ag = By =0) and (X1)1cin+1, (Y1) semm=), define “prozy particles” from (A, X, B,Y)
and (a, 55,3, y) analogously to (14), and denote them by z. There exist r,C > 0 only dependent on (f,X,)) such
that if V1(Zz) <r, then

A 8AD(2:2) = c\/z dh<a;ﬁz>+; dhafs,6J>+;51||%f—x7||2+;BJH?J—yi;HQ +O0(Vi(2)).

3.3.3 Local “star-convexity-concavity” (strong with respect to the position variables)

Note that gap(z;z) — gap(z;2) = Dr, ,.(.9)(%,%) — Dr, .. (2,)(y,¥y) where D denotes a Bregman divergence.
Intuitively, F,, , is bilinear in the weight variables and, in a neighborhood of the MNE, it possesses some local
strong convexity-concavity with respect to the position variables thanks to Assumption 6. And indeed, by Taylor
expansions, one can obtain lower-bounds on gap(z;2) — gap(z;2) consisting of positive terms and of error terms
in V(z), V(2). Note however that (for the general case) due to the overparametrization, there are many ways to
write Taylor expansions.

Specifically, we will use the following bound. Again the precise statement of the result is deferred to the
appendix Appendix C.3; here we state an informal version to give the intuition.

» Lemma 12 (“Local star-convexity-concavity”, informal). Consider any z = (a, .0, Y)EAL XX X A,y x Y™,
and let z(*)A: (@), 2 b0y the “proxy solution particles” defined as in (14). Denote i = Yo, @bz, and
U= Z;n:l bjdy,. There exist r,C > 0 only dependent on (f,X,Y) such that if Vi(Z) < r, then for an appropriate
choice of the partitions of unity ¢r, v,

gab(=(i2) 2 F(fi,v") = F(u",7) + CVps(2) + O (Vi(2)/2).

4 Numerical experiments

In this section, we illustrate the CP-PP algorithm and its convergence properties on simple examples of
applications. As discussed in Section 2.2, in experiments we actually run the CP-MP algorithm since the CP-PP
update cannot be computed exactly, but based on Lemmas 49 and 50 we strongly expect the same convergence
behavior for these two algorithms, as proved in the exact-parametrization case in Proposition 6.

Julia code to reproduce the experiments is publicly available online at https://github.com/guillaumewl6/
particle-MNE.

4.1 Payoff drawn from a Gaussian process

We start by an application of our method on a toy example where the payoff function is drawn from a Gaussian
process. More precisely we apply CP-MP on the function f : T% x T% — R defined by

Fap =% 3 eyttt

|k|<K |I|[<L

where the ¢;; € C are drawn randomly, namely R[ck ], S[ck,] are drawn ii.d. from the standard normal
distribution. The orders K and L control the smoothness of the function. Remark that the game is separable,
i.e., f can be written as a finite sum of the form f(z,y) = >, | ¢} ;9 (x)hi(y) for some ¢} ; € R and continuous
ks hu, since f(x,y) = > |ex| cos (2m (k, ) + 27 (I, y) + arg(ck,)) and cos(a + b) = cosacosb — sinasinb; so
we are guaranteed that a sparse MNE exists [34, Cor. 2.10].

We illustrate the behavior of the CP-MP algorithm on such a payoff function with d, =dy, =1, K =L =3
and n = m = 15. A contour plot of f is contained in Figure 3a.

In Figure 2, we plot the NI errors and Lyapunov potentials of the iterates for n = 0.04 and ¢ = 0.001, up
to T'= 400. Those values decrease exponentially as expected from our upper bounds. In order to compute the
NI errors, we computed max, F(u*, v) = max, fy((uk)TF) dv = max,ey ((u*) " F)(y) simply by discretization
of Y = T!. In order to compute the Lyapunov potentials V (z*) defined in (12), we used an estimation of the
(aj,23)r, (b%,y%) s obtained by clustering the particles of p?7, 127,

In Figure 3, we plot (a smoothed version of) the measures (u?,v7) as well as the first variations (Fv71)(z)
and ((uT)TF)(y) at the last iterate. On all three subfigures, green lines indicate the support of u” and v”. The
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iterates converge to a sparse measure (here n* = m* = 3), as expected. The first variations visibly satisfy the
inequalities (4), which characterize the MNE, as well as the non-degeneracy Assumptions 5-6.

Convergence of the continuous-time flow

Interestingly, for payoff functions of this form, we observe experimentally that the continuous-time flow corre-
sponding to CP-MP typically also converges to the MNE. This behavior is not captured by our upper bound.
Indeed, we observe that the slopes of the lines in the log-linear plots of Figure 2 scale as 7 instead of n2.
Moreover, experimentally, the explicit time-discretization CP-MDA (i.e. Algorithm 1 with L = 1) also converges
exponentially to the solution in this setting.

This phenomenon is specific to CP-MP, as it does not arise for Mirror Prox in finite games.® We emphasize
that it is not always the case that the continuous-time flow of CP-MP converges, as shown experimentally for
the synthetic example below.

The mechanism behind this phenomenon is explained in depth in the follow-up work [36] (subsequent to the
completion of this work), where in particular the conditions for convergence of the continuous-time flow are
described precisely, in the exact-parametrization case.

5 For finite games with a unique MNE, Mirror Descent-Ascent diverges, unless the MNE consists of two Dirac deltas (i.c. there
exists a pure-strategy Nash equilibrium) [3]. Moreover, in all our experiments with random payoff matrices, we observed that

the convergence rate of Mirror Prox scaled as 1>
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» Example 13 (The continuous-time flow may not converge). Take d, =d, =1 and cg 0 = —1, co2 = —4, c11 = 2,
¢k, = 0 otherwise, i.e.,

f(z,y) =sin(4drz) + sin(4dry) + 2cos(2mzx + 27y).

For this payoff function, the MNE is unique and equal to (u*,v*) = (%5% + %5%, %5% + %5%). Indeed,

1. Using that —1 < sin < 1 one can check that this (u*,v*) is a MNE, and so the value at optimum is p = 0.

2. Suppose by contradiction that there exists (1/, ') a MNE with E,/ [sin(47y) —1] < 0, and pose z1. = 2, _ =
Using that cos(2ma4. 4 2my) + cos(2ma— + 2my) = 0 for all y, we have either Es, ./ [2cos(2mx 4 2my)] < 0 or
Es, [2cos(2mx + 2my)] < 0. So F(0,,,v') <0=por F(d,_,v') < p, contradicting optimality of .

3. By the previous point and the symmetric argument for 1/, any MNE (¢, ') must satisfy E,/[sin(drz)+1] =0
and E,/ [sin(47y) — 1] = 0, i.e., must be of the form p' = ads + (1 —a)dz, v/ = bd1 + (1 — b)ds. By explicit
calculations, one can show that necessarily a = b = %

On the other hand, experimentally we observe that CP-MDA does not converge, while CP-MP converges with

an exponential rate that scales as n?.

0|~

4.2 Max-Fi-margin classification with two-layer neural networks

A well-known machine learning task which uses the min-max framework is max-margin classification. In particular
when using a two-layer neural network as the classifier, the training task is exactly of the form (1). Indeed, a
two-layer network with non-decreasing positive-homogeneous activation o (without bias terms) can be represented
as a signed measure v4 on the space of normalized hidden neurons © = S?~! = = 1} via

NN(z: 12) = /O (07 2)dvs (6),

or equivalently as a non-negative measure v on the space © L ©_, the disjoint union of two copies of ©, via

NN(z;v) = / o(0lx)dv(0y) — / o0l z)dv(0-).
H _

Two-layer networks with bias terms can be represented in the same way, by appending a constant component 1
to the input vector z and taking © = S? instead of S¥~!. One can define the F; norm of a function f : R — R
as the infimum of v(©4 U O_) over all v such that f = NN(-;v). Balls for this norm admit advantageous
estimation/approximation trade-offs in a supervised learning task [2].

Consider a supervised classification task with covariates * € R? and labels y € {—1,1}. Given N observations
(%4, yi)1<i< N, the max-F-margin classification task consists in finding v that maximizes the following problem

max min NN(z;;
veM(O@,LO_) 1<i<N Yi (wiv)
v(O4LU60_)=1

= I/E'p(@+|_l® ) ae'p( Zalyl (/ 9 ) dv(0y) — / J(@I:ﬂﬁdy(@_)) )

This problem is indeed an instance of (1) for X = [N], Y =0, U0O_, and f(i,0) = {

yiU(eTCEi) if 0 € @+
—yo(0Tx;) ifheO

Numerical results

As detailed above, the max-F;-margin classification problem can be written as

N
max min a; f(i,0)dv(0).
vEP(©4U6_) acP([N]) i—zl/®+u® i (1,0) dv(6)
It is straightforward to adapt the CP-MP algorithm to this setting. Namely, choose m’ = 2m a number of
neurons, reparametrize by v = Zle bjog; for 61,...,0,n € O4 and Opp1,...,02, € ©_, and consider the
reparametrized problem

N 2m

min max Z Z a;bj - (Lj<m) — 1[j>m]) : yiU(lg]TIi) = Fym(a, (b,0))

Ge(sd—l)Zm i=1 j=1
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We can then apply Algorithm 1 with y = 6 and with x; kept constant equal to 7 for all 4.

In Figure 4 we present the results of an experiment with N = 5 samples, two positively labeled and three
negatively labeled, and 2m = 2 %50 neurons and activation o(s) = max(0, s)3. The dimensionality of the problem
is d = 3 with each sample having 1 as the last coordinate, meaning that the last component of 6 acts as a bias
term. Our analysis does not cover this case, strictly speaking, since one strategy space is discrete, and there is
no guarantee that the MNE is unique; yet the experimental results indicate a similar behavior as for continuous
games.

Figure 4a shows that the NI error, here NI(a*, v*) = maxg Zi\; a;y;0 (0" x;)| —min; y;NN(x;; %), decreases

exponentially to 0.

In particular the margin is non-negative at optimum so all points are classified correctly, as expected from

the universality of two-layer neural networks [31]. This can also be seen from the decision regions shown

in Figure 4b.

The solution found (v7) turns out to be sparse, as shown by the plots in Figure 4c, where blue dots correspond

to positively weighted neurons and red dots to negatively weighted neurons, and the distance from the origin

represents the associated magnitude b;f. A green sphere of radius % was added for scale.

While they are not represented in the figure so as not to overload it, the variables a are also of interest as a

measure of each sample’s importance. For example in this experiment, a! is close to zero for the topmost

sample (z; =~ (0,2) and y; = +1), and non-zero for all other samples. In particular, removing the topmost
sample from the dataset does not modify the learned network.

The activation function o(s) = max(0,s)® chosen for this experiment has locally Lipschitz-continuous
second derivative, so our results’ smoothness assumption on the payoff is verified. Interestingly, when using the
ReLU activation o(s) = max(0, s) for the same toy dataset, we observe that the NI error first decreases at an
exponential rate and then oscillates around a value of about 1073, even for large m. For o(s) = max(0, s)?, in all
our experiments we observed that the NI error vanishes exponentially.

4.3 Distributionally-robust classification with two-layer neural networks

Consider again a supervised classification task with covariates = € R? and labels y € {—1,1}. Consider a dataset
of N observations (Zy, i )1<k<n and let @ = % 25:1 (3y,9,) the empirical distribution. Let W, denote the
L>-Wasserstein distance on P(R? x {—1,1}), defined by

Waln)= nf  max  d((ey) (@) where d((ey). 2y = 417"l Y=Y
o veH(mu/)((%y),(wE,y)')) e SR +00 otherwise
€supp(y

where II(u, 1') is the set of couplings of p and p'. Fix a “robustness level” r > 0. In the spirit of [28], the
distributionally-robust classification task with respect to W, using two-layer neural networks NN(-;v), is to
find v that maximizes

max min y NN(z;v)du(x,y
veM(©+U0-) puePRx{-1,1}) \/]Rdx{lﬁl} (;v)du(z, y)
v(O+UO-)=1 = We(u,a)<r

= max min [ [ 1.6 we)dut.y)
veP(O4+UO-) neP(R?x{-1,1}) JRex{-1,1} Jo Luo_
Weo (p1,1) <7

T .
with f ((z,y),0) = yo(0Tz) if6eoO,
—yo(0Tz) ifoecO_

since i = 4 Zé\;l Osp.95> then Weo(p, 1) < r means that

a “payoff” function over (R% x {—1,1}) x (64O _). More concretely,

supp(p) C {(z,9); Ik, d ((2,y), @ Tr)) <} = (J @ +7B) x {7}
kE[N]

where B denotes the unit Euclidean ball. In the language of adversarial robustness, the inner minimization means
that we train the model NN(-;v) to correctly classify potential adversarial examples that are within a distance
of r from an instance present in the dataset.
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M Figure 6 Results for the distributionally-robust classification experiment with r = 0.3

Numerical results

We showed how the task of distributionally-robust classification can be rewritten as

max min / [ (@6 wO)dute.y),
vEP(O4+U6-) MG’P(UkE[N](ikJrT]B)X{Qk}) RIx{-1,1} Joue_

Let us adapt the CP-MP algorithm to this setting.
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For the classifier (v), similarly to the previous example, choose m’ = 2m a number of neurons and let
v =Y 2" b;0p, with 01,...,0,, € O, and 0y,...,0,, € O_.

For the adversary (u), choose ' = Nn a number of particles (n per sample), and let p =
Z;CV:I Z?:l akié(fk_)'_uki’gk) with Hu]“”2 < r. To deal with the constraint on the ug;’s, we project those
variables back to rB after each gradient step.

We obtain the reparametrized problem

n 2m

N
min max Z Z Zakibj . (1[j§m] - 1[j>m]) Yo (GJT(EU\k + Uki)) = Fym((a,u), (b,0))

a€EAN, bEA2, ‘ -
UG(TB)Nn ee(sd—l)Qm k=111=1 j=1
on which we can apply Algorithm 1 with = = u, y = 6, modified with a projection step to ensure u € rB.
In Figure 5 (resp. Figure 6), we show the results of experiments with the same dataset and the same network
architecture as in the previous subsection, with robustness level » = 0.2 (resp. » = 0.3), and using n = 10
particles per datapoint. The bias terms are taken into account, i.e., each uy; has 0 as the last coordinate.

In both experiments, similar to the previous subsection, the NI error decreases exponentially to 0 (Figure 5a,
Figure 6a).

In particular the robust margin ming mingez, +,5 JxNN(z;v7) is non-negative at optimum. In other words,
the disks of radius r around the sample covariates are classified correctly, as can be seen in Figure 5b,
Figure 6b, where the disks’ boundaries are shown by green and red circles. In those figures we also represented
the adversary’s support points (T + ul;) by slightly darker marks. We see that they are concentrated on the
points of the disks that are closest to the decision boundary (dashed blue line).

Just like in the max-F;-margin experiment of the previous subsection, the learned network (v7) is sparse, as
shown in Figure 5c¢, Figure 6¢. In fact, max-F7-margin can be seen as an instance of distributionally-robust
classification with level r = 0, and increasing r seems to perturb the learned neurons in a continuous way.
Again, the variables a are not represented in the figures to avoid overloading them. In both experiments,
S, af; is close to zero for the topmost sample (Zj, ~ (0,2) and Jx = +1) and non-zero for all other samples,
just like in the max-J;-margin experiment.

5 Conclusion

In this paper, we showed that weighted particle methods can be successfully used to compute the MNE of
continuous games. Specifically, we prove local exponential convergence of Conic Particle Proximal Point (CP-PP)
under non-degeneracy assumptions. This algorithm is easily implementable as a descent-ascent method on a
reparametrized finite-dimensional (but nonconvex-nonconcave) objective, and corresponds to an implicit time-
discretization of the Wasserstein—Fisher—Rao gradient flow. Applied to max-margin and distributionally-robust
classification, our result indicates (and our numerical experiments confirm) that training the classifier and
the adversary simultaneously is sufficient for convergence, with no need for timescale separation nor for any
reformulation as in [28].

An interesting question for further research would be to relax the assumption that the step-sizes for the
weight () and position variables (o) are of the same order, as this would allow a direct comparison with the
convergence behavior of pure Fisher—Rao or pure Wasserstein gradient methods. Another open direction is to
adapt our algorithm and analysis to the case where only noisy access to the payoff function or its derivatives is
available. Finally, it could be interesting to extend our study of distributionally-robust classification (Section 4.3)
to regression tasks, or to classification using the logistic loss.
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Appendix

The appendix is structured as follows.
In Appendix A we introduce notations used throughout the proofs in the appendix.
In Appendix B we prove Lemma 1 stating that the CP-PP update is well-defined.
In Appendix C we formalize and prove the lower growth properties discussed in Section 3.3.
This section, and in particular the “steepness” result Claim 22, represents the crux of our analysis. In particular
much of Appendix D will rely on the same proof ideas, and Appendix E will make crucial use of the results
from this section.
In Appendix D we prove the bounds of Proposition 3 and Proposition 7 relating NI error and our Lyapunov
potential.
In Appendix E we present the complete convergence analysis of CP-PP for the general case, proving Theorem 9.
It is instructive to see how the aggregated weights and positions naturally appear in the derivations, so that
the steps of the proof almost perfectly match the ones for the exact-parametrization case (proof of Theorem 5).
The manipulations required to deal with the additional error terms are purely technical however, and they
are deferred to the last subsection.
Appendix F collects elementary auxiliary facts used in some of the above sections.
Appendix G contains some delayed calculatory proofs for the above sections.
In Appendix H we prove Proposition 6 stating that (in the exact-parametrization case) CP-MP has the same
convergence behavior as CP-PP.
The proof consists in deriving generically applicable approximate expressions for the Mirror Prox and Proximal
Point updates, up to order-3 terms in the step-size. In particular we show and exploit the fact that the error
terms are also proportional to the projected gradient norm.
In Appendix I we show in detail how our main result Theorem 2 follows from combining Proposition 7,
Proposition 8 and Theorem 9.

A Notations used in the proofs
In this section we collect notations used throughout the proof. Most of them are natural, except perhaps our use
of the O(-) notation (last paragraph).
Relative entropy
Let h: Ry — R defined by h(s) = slogs — s+ 1. h is convex and its Bregman divergence is

(s, 5) +00 ifs'=0,s>0
h(S,8 ) =
slog & — s+ s otherwise.

The Kullback Leibler (KL) divergence between w and @ € [0, 1] is given by D(w,w) = Y, dp(w;, w}).

Indexing

We use I € [n*] resp. J € [m*] to index the “true” particles, i.e., the unique MNE (p*,v*) is

pr= > ap. (aj>0) vi= )" byeys (b > 0).
Ie[n*] Je[m*]

We use ¢ € [n] resp. j € [m] to index the particles used by the algorithm.
Let by convention ag = bj = 0. In particular we can write that

a*
Vae Apgpe, D(a*,a) = Z ajlog L

=
I€[0,n*] 4

Unless specified, summations over I refer to I € [n*] (excluding index 0). To lift any ambiguity, | a—a*

1
refers to £1-norm for A, : Ha — a*Hl = Zle[n*] |a — a*|, even when @ € Apg ,+.

For @ € A+, Aar = day — aj, and for 7 € X" AT =T — x7.
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Generically denote the joint weight resp. position variables by w = (§) € A, x A, resp. p = (y) € X" x Y™,
Summations over w; will implicitly be over [n] Ul [m], that is, >, f(w;) = > i, fa;) + Z;il f(b;). Likewise
for w = (%) € Ap+) X App+) and p = (9;5) € X" x Y™ for which summations will implicitly be over
[n*] U [m*] (excluding the two indices 0). Finally, wo = @g + bo-

Local payoff matrices
Generically let, for (a, 3?,3, Y) € (Ap x X™) x (Ap x Y™M),
M;; = f(%i,y;) ("M*)is = f(@i,y5)
("M")1; = f(=7,7)) Mi; = f(a1,y7)

as well as arl\zj = 0, f(@i,7;), 0.M;; = O.f(},y%), etc., and similarly for §,, 02

T

82

2
ys and Oy, . For

example, we have the Taylor expansion for all 4, j, T
T * ~ * * ~ %2
Mij = ("M + (@ — 27) T 0. (" M) 1 + O(||Z: — 27 ).
Let
VIe[n*], H =Y 02,Mj;b5 vesp. V.Je[m'], Hy=-> ajd;,M;,
J I

the local kernels; that is, H; = 07, (Fv*)(x}) and H; = —82,((1*) " F)(y5). Let H, the n*d, by n*d,
block-diagonal matrix with blocks (Hr)re[n+), and likewise let H, the block-diagonal matrix with blocks
(Hy) sem=-
We will use the usual matrix-vector product notation, so that for example H; = 92, M7,b*. In addition we
introduce the following shorthands: For @, Z, 0,7 = (A« X X™ ) X (A x Y™,

Even though 7 is a vector in (R%)"" and @ is a vector in R” , we denote by @ ® Z the vector in (R%)""

such that (@ ® T); = a;z;.

We denote by aH, the block-diagonal matrix such that [@H,),;, = 1;=parH;. Likewise,

a0, M* is the matrix such that [@a0,M*];; = a;0,Mj;, and

ByM*B is the matrix such that [ayM*B] 7= BJGyM}‘J, and

dain*B is the matrix such that [68§yM*B]U = ajlgjazny].
Finally, we use id to denote the identity matrix, and its size will be clear from context.

Norms and dual norms on X and )
We assume that X and ) are the d,- resp. dy,-dimensional tori, that is, X = T = (R/Z)% and

Voo’ e X, ||z -2, = kérégmnxfxurk”g.

In particular X is a compact Riemannian manifold, the tangent space at any point is isometric to R%, and the
norm of a tangent vector is

VoeT &, |vlla = vl

The same considerations apply for Y = Td.
To lighten notation, we use || - || to denote the norm over X' or ) or T, X or T,,); which one is meant in each
situation will be clear from context.

The quantities arising from the Assumptions 1-6

Since X and ) are compact Riemannian manifolds, let R = diameter(X) V diameter()) < oo.
Since f has bounded differentials of order up to 3, let 9;, 0, the partial derivative operators and denote the
smoothness constants of f as

Lo = sup [~ jnf f, Ly = sup |19 £ v [|0, f

Ly = sup ||02 02 d;
, 2= supl|02, /1| v 1102, /1| v 1165,/]

and L such that 0, f, 02, f, 02, f are Ls-Lipschitz-continuous, and L = Lo V L1 V Ly V Ls.
By definition of MNE, the local kernels Hy, H; > 0, and by non-degeneracy assumption, Hy, H; > 0. Denote
Omin = (ming omin(H7)) A (ming omin(Hy)) > 0 the least eigenvalue.
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Shorthands for partitions of unity

We recall the following notations, already introduced in our construction of the Lyapunov function in Section 3.2.
For each I € [n*], ¢ : X — R is the function defined in (13), and ¢g =1 - ; ¢r.
Generically denote, for any a € A,,,x € X™: VI € [0,n*],V i € [n], v = ¢1(x;), and

;s .
VIen], ar= E Pridi Tr = E <Pg ‘2 Y= E Lg “(zi — ) (@ — 7))
- I - I
1 K3

i

as well as @g = 1 — >, ay. We refer to a; as the aggregated weights, to Zr as the aggregated positions, to Xy
as the local covariance matrices, and to dg as the stray weight. For example, the iterates at k have aggregated
weights a§ = Y, pk.ak.

For any J € [0,m*], then ¥; : J — R is defined similarly. For any b € A, and y € Y™, then b € A~ and
7 € Y™ are defined similarly.

In addition, we let ¢ = e=2"/3 be the value of w7 and ¥ at the cut-off.

What we hide in the O(-)’s
Fix an arbitrary constant I'y > 1 and restrict attention to choices of step-sizes such that n,0 < 1000 and
Ny' <2<Ty.
Let

Ahin A bhin  (mingaj) A (miny b%)

4 4

We will justify in Lemma 31 that, locally, this quantity is a uniform lower bound on the iterates’ aggregated
weights: miny a’f,minJ Bi, miny alIHl,minJ I;§+ >c.
We will use O(-) and < and =< to hide only constants dependent on (f, X',Y) (such as ¢, R, L,n*, m*...) and
on I'y. That is,
a = O(b) means that there exists a constant C' only dependent on those quantities, such that |a| < C'|b|.
a < b means that there exists a constant C' only dependent on those quantities, such that a < Cb.
a =< b means that a < band a 2 b.
For example, we have 1,0 = O(1) and < 0.
Likewise, by “for n sufficiently small” we mean that a property holds for all n < 7y for some 7y dependent
only on those quantities.

B Proof of Lemma 1l

Fix k£ and denote the objective function in (6) as
1 1 n 9 m
G((a,2), (b:9)) = Fam((a2), (b)) + - Dla:a*) +5- 3 af|loi —af|" = - D(b, ") - Zbknw T

i=1

Recall that L, denotes the Lipschitz constant of f and Lo its smoothness constant. We prove a quantitative
version of Lemma 1.

» Lemma 14. G is convex-concave over (A* x X™) x (B¥ x Y™) where
= {a e Ay Vi, claf <aq; < czaf}
and B* = {be€ A3V j, cibf <b; < b}

for any c1,co such that

C2 2 1
c1<1<¢cy and —< — and c —_
== c ol 2= (L1 + L))o’
Such ¢, co exist if and only if n < —1 ando < 7= +L . In particular, if n < L% ando < m, then we can take
c1 = 0.75 and c3 = 1.5. Furthermore, let ((a*,z*), (b*,y*)) denote a saddle point of G over (AF x X™) x (BF x Y™).
Ifn< + L, then we have D(a”,a ¥) + D(b*,b%) < O(n). In particular, for n small enough, a* resp. b* belong to
the mterwr of AF resp. BF.
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Proof. Fix (3, 7) € B¥ x Y™ and let us show that G(-, (3, 7)) is convex over A¥ x X™. For this, it suffices to
show that its Bregman divergence is non-negative, i.e., that

YV (a,),(a,7) € AF x x™,

D . (020, @.8) = Gl(a.), () - G(@. ). 7)) - ((§°) c(@a) G, (125 ) =

r—x

By straightforward calculations summarized in Lemma 47, this quantity is equal to
o~ o~ o~ 1 ~ 1 k —~ 12
Dot . (@) @8) = D, (o9 ((@2), (@) + ~D(@,@) + 5 > aflle =l
Let us now estimate the term in D P ((0:0))" Using the shorthands for the local payoff matrices,

DFn,m(A,(ls.,y))((a” l')a (a7 /.%‘\))
= Fon((@,2), (0.5)) = Fun(@8), 0.9) = (Vi) P (@8, (0,9). (a,2) — (@)
=a " (MMb—a"Mb— (a—a)T Mb— Z&\i(ﬂci ~ @) - [0:M]; b
2
Wb

—aT ((MA) - J\?) b—a’ {Diag(:ﬂ - @)axM}

_ ((MA) M- [Diag(z - aym])z Y (a—a)T ((MA) - A?)Z.

=:51 =:S2

For the first term: For all 4, j, by Lo-smoothness of f(-,7;),

= |f(2i,y5) — f(@i,Y5) — (w5 — T3) 0 f (%4, 7))

]

‘ ((MA) _ M- [Diag(gg - f)amz\ﬂ)

L2 —~ 12
< Bja -5,

L ~ ~
SO |Sl‘ S 722@7”.%171‘1”2

2

For the second term: For all ¢, j, by Li-Lipschitz-continuity of f(-,7;),

2,]

(e 5)

SO SQ|<le|al—/a\Z||.’EZ—/‘CC\Z||:L12|G’L_\/&T@Z|\//G:HZLQ—ZL'}H
L (a; —a;)? ~ ~ 112
Thus we have that for all (a,z), (a, ),
DG(.)(&Q))((aaIL <a7 EE))

L (ai—ﬁi)g L —|—L —~ —~ 1 ~ 1 —~
> -G O B S e R 4 2 D) + 5o Yk - &

% ] %

1 .~ L . 1 4, Li+Lo. 12
= HD(a,a)—71)(2(a70u) + ; (%af— ! 5 2ai> sz—xZH .

By Lemma 46, if max; g < 77%17 then x2(a,a) < 77%1D(a,6), and so the first underbrace is non-negative.
1k

If furthermore 5-a; — %ai > 0 for all 4, then the second underbrace is non-negative.

Both of these conditions can be ensured by imposing a,a € A* with ¢;,cy as defined in the lemma, since

aaf <a;,8; <cab = L < 2. The conditions on 7, 0 and the possible choices of ¢, ¢; are straightforward
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to check. Finally, fix some admissible ¢, co and let us prove the last part of the lemma. Let ((a*,2*), (b*,y*))
denote a saddle point of G over (A% x A™) x (B¥ x Y™), i.e., such that
V ((a,2), (b,y)) € (A" x X7) x (B* x Y"), G((a*, %), (b,y)) < G((a*,z%), (b",y")) < G((a,z), (b",y7)).

o~

We have shown above that for all (a,z), (@,7) € A¥ x X™ and (b,y), (b,7) € B* x Y,

R 1 = Iy =N 1 L+ Lo . 2
DG(~,(E,Q))((‘1,$)7 (a,2)) > =D(a,a) — sz(a»a) + Z <20a§ - 5 ai> H!Ez - %H

and symmetrically,

~ 1 Lic ~
Deas. (), 6,7)) < - ( _ ) DY),

In particular, for (a,z) = (a*,2*), (a,7) = (a¥,2%) and (b,y) = (b*,y*), (b,7) = (b*,y*), the difference of the
left-hand sides reads

Da( ok gty (", 27), (a%, %)) = Dy(ar ) (07, 47), (0%, 4))
a* —a¥
= 60" ), 0,0 — Gl 0 - ((§) Gtaati (24 ))

- (G((ak,xk), (v",5")) = Gl(a", 2%), (", 4)) - <(§Z> Gla,a%, 8545, (2 :ZZ)»

Va a* — af
* % * % Vm x* _ij

= Gl(a", ), (#,91)) — G((a*, %), (%,y°)) - < R e N >
-V, y -y

Now G((a*,z*), (b*,y*)) — G((a*, 2%), (b*,y*)) < 0 by definition of the saddle point, so we have

Va a* —aF

I Lic * _k * 1k \Z E .k 1k ,k z* — ¥
- ———=\ (D D < - .

(77 201)( (a*,a”) + D(b*,b")) < v, G(a”,z", 0" y"), b bk

Since V,D(a, ak)|a=ak =0 and Vz%sz — xf“z‘ ., = 0, the right-hand side is equal to

va a* — ak

_ Vg N Ea
< _vb Fn,m(a ,.’E vb ay )7 b* _bk M

*Vy y* o yk

By proceeding similarly as for our bound of DFn (-.(b,g))» One can show that it is bounded by C :=

,m

2(Lo V L1) (1 + R) (in particular the bound does not depend on n, m). Thus we have as announced

D(a*,a®) + D(b*,b") < ¢ O(n). <

(5 -%2)
C Proof of the lower growth properties

Here we give the proof of the lower growth properties, which are crucial ingredients in our convergence analysis
of CP-PP, and which were discussed in Section 3.3.
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C.1 Proof of “quadratic growth”

» Lemma 15 (“Quadratic growth”, general case). Consider the Lyapunov function V' as in (12) with the partitions
of unity (wr)r and (V) as in (13). Then for any (a,Z,b,7) € A, X X™ X A, x Y™,

Omin 3(AT)?
3

min 2
F(ﬂav*)—F(u*ﬁ)ZmaXHa . VR

. (AT)Q] Voos(@, 2,5, 7). [ A 5} (o +ZO)}

for some constant £ > 0 only dependent on (f, X,Y).
Proof. We have
F(iv*) = F(u*9) = (1. FV" = ey + (0 — () TF. D)y -
Focus on the first term. By the non-degeneracy Assumptions 5 and 6, Fv* grows quadratically as %O’min(H 1) on

the neighborhood of z7 for each I, and is lower-bounded by a constant everywhere else. In symbols, there exists
a constant & > 0 such that

VeeX, (Fv*)(z)—p> (01“ mIionf:c}HQ) NE. (15)

This directly implies a lower bound in terms of the position variables. Indeed,

* Omin 5 %]2
V€ supp(pr) = Bus ar, (Fv*)(z) — p > [ i (W} e — 5],

and (Fv*)(x) —p > 0 on all of X, so by decomposing i = >, ¢rit + @ofi,

—~ % Omin 6 - ~ o~ %2
(7 FV* = pleay 2 [4AW}' > D wa|w -

I€[n] i=1

=2Vp0s(d,8)

We can also get a lower bound in terms of the “stray weights” @o and by. Indeed,

3

w

V<A 1—e—%§%§ 72

wl >

so that for each I,

V€ B+ (r)=1—ex —M <5M
TTAT ¥o = p 3,3 <3 =

A
andso VzeX, po(z) < <372 IIHHI_IHP) AL

Hence, (15) implies

. r ) 2 7
Vo (5 o) > (Pl —ai]*) ne > 225 ne] (K minle i) 1]

_Umin 37—2
> - .
= IS A€ - po(z)

~ % _Umin 37—2 | o~
and so finally (i, Fv* — p>C(X) > T NEl- | wodpi. <
L I Jx

For the exact-parametrization case, we can actually reuse the result for the general case, using that our two
Lyapunov functions “coincide locally”. We summarize that fact in the following easily checked claim, which will
also be useful in Sections C.2 and D.4.
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> Claim 16. Consider the exact-parametrization case. Denote
Ty — Ty |y;‘, — Y| Fix any d, <d,.
V. the Lyapunov function designed for the exact-parametrization case (9).
Vg the Lyapunov function designed for the general case (12) with ¢ being the indicator function of By: 4 /4
(well-defined since those balls do not intersect).
Vi,r the Lyapunov function designed for the general case (12) with the parametrized partitions of unity (¢1)s
and (1) from (13).
There exists r > 0 such that if V.(2) < r, then a; > % and ||§l - x;“H <d,/4 for all i € [n]. That is, for all 4,
Z; € Byx g sa. For such z, we have V. (z) = V,(z). Moreover, Vj is the point-wise limit of V) - when A7 is held
constant equal to d, /4 and 7 — oc.
The result for the exact-parametrization case now follows immediately from the above lemma and claim:

dy = mingsi A mingjn

» Lemma 17 (“Quadratic growth”, exact-parametrization case). Assume n = n*,m = m*, and consider the
Lyapunov function V' defined in (9). There exist constants r,C > 0 only dependent on (f,X,Y) such that, for
any z = (a,7,b,y) with V(z) <r, then

F(ﬁ7 V*) - F(:U'*aﬁ) 2 CVpos(aa 55\7/53 :,y\)

C.2 Proof of “error bound”

Our error-bound-type result is contained in the following lemma. It is stated for the general case, i.e., V7 refers to
the Lyapunov function defined in (12). But since we make no assumption on the partitions of unity (¢5)r, (¥s)s,
the conclusion of the lemma (“if V1(Z) < r then we have this error bound inequality”) is also true for the
exact-parametrization case with V; referring to the Lyapunov function from (9), as one can deduce a posteriori
thanks to Claim 16.

» Lemma 18. Consider any z = (a, z,0, y) € Dp X X" X Ay x Y™, For any (Ar)repn+), (By)semm+ (and
Ao = Bo =0) and (X1)1¢e[n], (Y1) se[m], let analogously to (14) the “proxy particles”

l‘i:fi-FZ@]i(X[—ffi) and CLZ‘:ZAI@ (16)
I I ar

and similarly for b,y, and z = (a,z,b,y). There exist r,C > 0 only dependent on (f,X,)) such that if V1(Z) <,
then

Jhax gap(z;%) > c\/XI: dp, (w}, Wr) + z}:@%,HA;%IHQ +0(V(2).

Informally, max4 x g,y gap(z;Z) can be interpreted as a lower bound (up to a constant) on

Va da

V& . | ox - ~
||51?|%}§1< —Vy Fnm(2), b > = [IVEm )]

_vy 5y

Note that in the latter expression, dx has n degrees of freedom, whereas in max 4 x gy gap(z;z), X has only n*
degrees of freedom (and similarly for A, B and Y'). Thus, maxa x, g,y gap(z; z) represents a “norm” of VF, ,,(Z)
(which justifies why we refer to Lemma 18 as an error bound), for a notion of norm that is adapted to the
geometry of the algorithm and of the problem at hand.

The remainder of this subsection is dedicated to proving the above lemma. To lighten notation, we continue
to leave the dependence of z = (a,x,b,y) on A, X, B and Y implicit.

Let us start by showing that locally (i.e. for z’s with small enough Lyapunov potential), we have a constant
lower bound on the aggregated weights @, bs. This fact will be used repeatedly throughout this appendix and
the next ones.

» Lemma 19. There exists r > 0 (only dependent on a*,b*) such that if Viei(a,x,b,y) < r, then

= afin A b
o /\ : b > min min .
(i) (i ) = e
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Proof. h:[0,1] = R, s+ slogs — s+ 1is 1-strongly convex (just bound h"), so for any I,
(aF —ar)? < 2dp(a},dr) < 2Vigei(a, ) < 2r.
Similarly, for any J, (b% — 51)2 < 2r. So by choosing r small enough, we can ensure that miny a; > %Ia; and

miny by > minT"b;, and the lemma follows by combining these two inequalities. <

C.2.1 Step 1: Reduce to a bilinear functional in the aggregated weights and positions

>> Claim 20. For any z and A, X, B,Y, gap(z;Z2) is approximately given by

gap(loc*)(z; z) = —AATM*A?)\ + AG M*AB
+AG 9, M (AY 6bY) — (a* ® AX)T9,M*AD
—AATO,M* (AT Ob*) + (a* ©AT)T9,M*AB
_ Zj:al <AX1, A@>HI - Z,: b, <AY,, AgJ>HJ
— (@ 0 AX) 2, M (AFO ") + (a* ©AT)T0Z,M*(AY ©b*)
and more precisely
gab (= %) = gap ™7 (2:2) + O ((min &) Vi(3) ) -

The proof consists of simple but tedious calculations, which we defer to Appendix G.1. Essentially we just

write out the expression of gap(z;z) and do Taylor expansions of f(Z;,7y;) around (z7},y%).

We see that gaAﬁ(loc*)(z; Z) has a bilinear structure; in matrix form, denoting [a*H,];;» = 1;=pa}H; and

[a*0; M*] 1y = a}0, M7, etc.,

AA\ 0 0 M+ 9,M ] (AT
oy, ~ | Aax 0 a*H, a9, M*  a*02, M| | AT
gb (=52 =~ | \p —(M*)T —(a*0,M*)T 0 0 AD

AY) =@M —(@ M) 0 b*H, Aj

Here the first component AA/AE is a vector in R™", and the second component AX/A% is in X" . Note that on
the right, the first component A7 does not sum to 0, but to —@o. For concision and for clarity of the argument
to follow, introduce some notation for the remainder of this section:

Let H denote the above block matrix.

Let
!
z-= Z €[0,1]" x X x [0, x Y™ Y <1, 8, <1y,
I J
]
A § a*
X = z . |
Z = B) and Z = 7 and Z* = b €z
Y 7 y*
For any Z € Z, denote AZ = Z — Z* and let
1AZ]" = ||@ — a*|[; + max||7r — 2[|" + |15 — °[[; +max][7, —v3]|" (17)

Clearly || - || defines a norm on Z — Z*.
So far we showed that, for all z with V(2) less than some r so that Lemma 19 applies,

AA\ T [Aa

__ AX AT
maxgap(z;2) = max — H =~ +0(V(2)).
vag p(z%) A€N,«, XeXx™ AB Ab ")

BEA -, YeEY™ AY Aj
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To complete the proof of the lemma, it suffices to prove that there exist v, C' > 0 only dependent on (f, X,))
such that if V4 (2) < r, then

AEA .+, XeXx™"
BEA,,»,YEY™

max  —AZ HAZ > c\/Zdh(w;,ZuI) + 3 @ ap |
I 1

We will do so by working with the aggregated variables AZ, AZ. So let us first clarify the relation between the
norm on Z — Z* and the desired divergence. Namely, we show that HAZ H2 is equivalent to Vi (2) — .

> Claim 21. Suppose miny 51,minJ§J > ¢ for some constant ¢ > 0. Then
~ ~ ~ ~ ~ 1 ~ ~
23 du(wi, ) + Y FAR < |AZIE < 2" Am®) Y dufosy ) + L 30 a7
I I J; I

Proof. For the first inequality, for the weight part: h : x — zlogx — x + 1 is %—smooth over [c, 1] (since
1<h'(z)=1<1),s0Vs,s €lel], di(s,s) < 5 |s — s'|%. So

2
* = 1 * = \2 1 * =

For the position part: just write >, 31||A§1H2 < max;“A%IHQ. For the second inequality, for the weight part: h
is 1-strongly concave over [c, 1], so ¥ s, 8" € [¢, 1], di(s,s’) > % |s — s'|2. So

(gt

For the position part: since ¢ < 51, just write max1’|A§1||2 <> %HA%IHQ. <

1
2n*

x* = 1 * =
;dh(alaal) > 3 ;(aj - a[)2 >

C.2.2 Step 2: “Steepness” of the reduced game

The following claim is the crucial point of our analysis. It extends [37, Lem. 14] to the case of continuous instead
of finite games, using the Wasserstein—Fisher—-Rao instead of the Fisher-Rao geometry. In particular, the proof
crucially relies on the assumption that the MNE is unique.

> Claim 22. Forall Z € Z \ {Z*}, max —AZTHAZ > 0.

AEA, « Xexm"
BEA,,+,YEY™

Proof. Let Z = (& T B §> € Z\{Z*}. Suppose by contradiction max ~AZTHAZ < 0. Since

A€, Xex™"
BEA,,«,YeY™

AA

the set {AZ = (ﬁg > T Ae N, X €eX™ Be A, Y eYym } contains a (relative) neighborhood of zero since
AY

a* is in the interior of A,+, clearly the inequality to contradict is equivalent to

VA€ A, X € X" BeA,.,Y €™ AZTHAZ =0. (18)
Denote g =1 — ), @y and BO =1- ZJBJ. Pose for some A # 0 to be specified
A=a"+MAQ+apa*) and B =b" + A(AB + Bob*).

It is straightforward to check that >, Ay =1 and ) ; By = 1. Moreover since a* lies in the interior of A,«, [A|
can be chosen small enough so that A; > 0, and so A € A,,» (and likewise B € A,,+). Further pose

X =2 +AAT and Y =y* + AT
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Evaluating (18) at this (A, X, B,Y) yields

AG + Goa” | 0 0 M* 9,M*b ] [Ad

o] AT 0 a*H, a0, M* @ 02, M| | AT

AB + Bob* —(M*)T —(a*0,M*)T 0 0 AB

Ay —(0yM*b*)T  —(a*02,M*b*)T 0 b H, Ay
=AZ"THAZ + Qo-a*M*AB— Bo- AQM*b*

AT o AT ~ ~ > > ~
=a"AZ H, AT +b"Ay H,Ay + & p(—PBo) — Bo - p(—Q)
* = 12 *
:ZaI AxIHHI—i-ZbJ
I J

Since Hy, H; > 0, this implies that AT = 0 and A§ = 0. So the inequality to contradict reduces to

Ay, Hi,

AAN | 0 M*
i, o lax 0 ao,M*| (AG)
VAE A XX BE A Y eV, |10 )T : <A3>_0' (19)
AY)  |-@,M )T 0

Since AZ # 0 and AZ, A7 = 0, then w.lo.g. Ad # 0. We want to show that there exists # > 0 such that,
denoting

a’ =a* +0(Ad+apa*) and A% =" @90, =" +0)  (Ads + Goaj) b,
I 1

(71, v*) is a MNE, which will contradict uniqueness of the MNE (u*, v*). Equivalently, we want to show that the
first variation (72) T F is everywhere upper-bounded by p:

Vyed, (°)TF)y) < p.

First remark that:
1. By the non-degeneracy Assumption 6, there exists 7 > 0 such that

1
VI Yy, ly—usl = oyl <7 = ()T F)) < p— om0yl
2. By (19) evaluated at A =a*, X =2*Y =y* and B=¢y,

YV J, [AGM*]; — AGM*b* =0
[AGM*); = AGM*b* = p(—ay).

3. By (19) evaluated at A = a*, X = 2*, B =b*,Y; = y¥, for J' # J and Y arbitrary,
vV J, [Aady,M*]; = 0. (20)

Now,
Fix J € [m*]. Let us show that there exists 6p > 0 such that for all & < 6y, we have V y € By -, (P TF)(y) <
p- Indeed for all y € By- - and letting oy =y — y7,

(E)TF)(y) = (1) TF)(y) + 0D (Aay +@oaj) f (27, )
i
<p- iUminH@HQ + 92 (Aar + apay) [MI*J + 0y M7 - oy + O(H@H%}
1

by point 1. Now

> (Ad; +Goa)) Miy = [AGM"]; + Gola"M"]s
I
= p(—0ao) + app =0
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by point 2 and

> (Ad; +agaj) 0, Mj; =0
I

by point 3. So

(@) F)) < p— 3owsa[50]]* +0 [0+ 0- 3+ O(|joy]*)]

1
<p- <4O'Inin + 0(9)) ||6y||2

So clearly we can choose such a 6.
By the non-degeneracy Assumption 5 there exists & > 0 such that for any y € Y\ (UjBy§,T), (W) TF)(y) <
p — &-. So for all such vy,

(@) F)(y) < p— & + O (0(]| A& +ao)) -

So we can indeed choose 0 < 6 < 6y that satisfies the requirement. <

C.2.3 Step 3: Leverage homogeneity
> Claim 23. There exist a constant C' > 0 (dependent only on (f, X,))) such that

VZeZz  max _-AZ'HAZ>C|AZ|.
AN, =, Xex™
BEA,-,YeY™'

Proof. Let for concision g(AZ) = MAX 4\ e pn® —AZTHAZ. Note that ¢ is continuous and positive-

BEA -, YEY™
homogeneous. Since a* resp. b* lies in the interior of its domain, it is not hard to check that there exists r > 0

(only dependent on a*, b*) such that, for any 7 e Z, then Z* + T\Iig\\l € Z. In other words, for any 7€ Z, we

can write AZ = ”A—TZ”AZ for some Z € Szxp = {Z € Z; HAZH = r}. Now by Claim 22, g(AZ) > 0 for all

Z € 8z« .. Since Sz« , is a compact set and g is continuous, we have

VZeZ st [AZ|=r g(AZ)= inf g>0
e

so by positive-homogeneity, VZeZ, g(AZ\) > <Sinf g> HATZH = CHA?H <
zZ*,r

Lemma 18 follows by using Claim 21 to further lower-bound the result of Claim 23, and by substituting
into Claim 20.

C.3 Proof of “local star-convexity-concavity”

» Lemma 24. Consider the Lyapunov function Vi as in (12) with the partitions of unity (¢r); and (V) as
in (13).7 Consider any 2 = (4, Z,b,7) € Ap X X™ X Ay x Y™, and let 2 = (a), 2 b)) “progy solution
particles” similarly as in (14):

() (%) . o Pria;
x, = =7+ g ‘Plz - xz and a; " = § ar a ,
Ien*] Ien*] 1

and similarly for a) b Suppose (min; /6\1) A (minJ BJ) > ¢ for some ¢ > 0. Then, denoting i = Z;‘:lai(sii
and U = Z b 04,5

gap(z:2) =aT ("M = (@) (MM + 5 ZZ%%\% 7l + 5 ZZW? 7 -

Hy
+0(cTiE)Y?) + R where  |R| < 2Lsc™" - AT Vios(2)

> F(,0") = F1*9) 4 Voos(2) (min = 2Loc ™" - A7) + 0 (¢ A ()2)

7 For this lemma, the precise choice of the partitions of unity (¢1)r and (107)s does not matter, only the fact that supp(¢r) C
B:L';‘,AT and SUPP(TZU) - By;,/\T-
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Recall from Lemma 19 that we can always ensure (min I 51) A (min gb J) > ¢ for some constant ¢ > 0 by
assuming V;(2) < r for some constant r > 0. In order to recover the informal statement of Section 3.3.3, note
that if in addition A7 < ch“;“, then

— * AN -~ * kA Umin A A
gap(2\");2) > F(i,v*) — F(u*, D) + TVpos(z) +0 <V1(2)3/2> :

The proof proceeds by Taylor expansions to estimate g/;zif)(z(*); z). This involves rather tedious calculations,
so we defer it to Appendix G.2. In a nutshell, we do Taylor expansions of f(Z;,%;) around («7,%;) or (Z;, 7). In
order to make @' ("M*)b* and (a*)T (*M”)b appear, at first we only expand the side with z(*) — % (e.g., when
estimating the terms (Vo F, m(2),a — a(*)> and (VyFom(2),T — x(*)>, start by expanding only with respect to
z and keeping ﬂ,g as is). Once the expansion of gap(z(*),2) (the equality) is proved, the lower bound follow
straightforwardly.

D Proof of the relation between Lyapunov function and NI error

In this section, we show that the Lyapunov function can be used as a proxy for the NI error. We present the
proof for the general case (Proposition 7), and describe in Appendix D.4 the necessary adaptations to prove the
proposition for the exact-parametrization case (Proposition 3).

As announced in the main text, here is a more quantitative version of Proposition 7.

» Proposition 25. Define V; as in (12) with the partitions of unity (pr)r and (Y¥)s as in (13). Suppose that
AT < ‘;TS There exist constants Cy,Cy dependent on (f,X,Y) and K dependent on A\, 7 such that, for any

2=(a,3,0,7) € Ap x X" X Ay x Y™, denoting fi = Y, @05, and D=3 b;05,,

~ 5/4
| =N 9 < Vi),

CiK [(m}ini; A mJin BJ) 1 (Z)

*
min

w.

Moreover, there exists v > 0 dependent only on (f,X,Y) such that, if NI(ii, D) < rK, then min; w; > ¢ =
and so

Ci1®* K Vi(2)%4 < NI(1i, ).

The expression of K can be found in (21). In particular, if A, 7 are chosen as in the proof of convergence for
the general case (23), then K =< /0.

The rest of this section is dedicated to proving the above proposition, with the exception of the last subsection
where we deal with the exact-parametrization case.

D.1 Proof of the first inequality: NI < \/V}

By bilinearity of F(u,v), for any = >, 4;0z,, UV = Z;n:lgjégj,
NI(@, ¥) = max F(i,v) - F(p,p) = H}}aVX/yZEif@,-)dv - /ngjf('a@\j)du
i J
= H;éyxzaif(xi,y) - ijf(wvyj)-
? J
Now, denoting @r; = ¢;(Z;), for any y € Y
STaifGiy) =3 Griaif(@ny) + Y Goiaif (@i y)
i T i
= Z Z@Iiai (f(z7,y) +O(||7 — 2}
T
= Z/a\[f(x?a y)+0 <Z Z Pria;||z; — xﬂ!) + O(ao)
I D

<p+0(|ag],)+0 (vaos(a, E)) +0(0) = p+0 (VVi(@3))

o~

)) + O(ap)
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where we used Jensen’s inequality on s — s? and (36) to bound - 01:0;||T; — x%||. Similarly, for any z € X,
1,0 I

ngjf(%ﬂj) >p+0 ( V1(3,§)>. Hence
NI, D) = max y @i (Fi,y) = Y _bif (@,5;) S VVA(E).
i J
This shows the first inequality in Proposition 25.

D.2 Proof of the second inequality: NI > [(min; a; A miny b;)V;]%/4

Lower bound on “gap” to solution (u*, )

Lemma 15 directly implies a lower bound on NI(i, V) = max, , F(i,v) — F(u,v) > F(g,v*) — F(u*, 7). For
concision, within this section, denote K the constant appearing in that lower bound:

Omin 25 Omin 3(>\T)2
21
> "ower e o M 2!

_ |
NI(7,7) > K (wo + Vpos(z)) where K = (

and where £ > 0 is a constant only dependent on (f, X,)). It remains to lower-bound NI(fz, V) by HAz%Hl with
some exponent.

Lower bound on maximum “gap” to perturbations of the solution

In the remainder of this section, we adopt again the notations of Appendix C.2 (17) for the set Z and the norm
on Z — Z*.

> Claim 26. Suppose AT < %‘{:. Forany A € A, X € X" B e A, Y € Y™,

o~

Fy (0,2, B,Y) — Fpx (A, X, 0,7)

A4\ 0 0 M* 9,M b ] (AT
. |ax 0 a* Zin id a*d,M*  a*0,M*b*| | AT
= AB —(M*)T —(a* 0, M*) " 0 0 Ab
AY —(0yM*b*)T —(a*02,M*b*)T 0 b*Zwinid | \ AF

+0 (I8Z]" + (7o + Voout) + 1621°)

where we denote [a* %3 id], , = 1;—pa} 242 idy for each 1,1’

ot
The proof of this claim follows from simple but tedious calculations, which we defer to Appendix G.3.
Essentially, we do Taylor expansions of f around (z7},y%), rearrange the terms so as to get an expression of
order 2 in AZ and of order 1 in AZ , and check that the remaining terms are non-negative or negligible.
Denote H the block matrix in the above claim. We reuse the result of Claim 23 (actually it was proved for a
slightly different H, with 5= id replaced by H, resp. H,, but the proof can be very easily adapted): There exist
a constant C' > 0 (dependent only on (f, X,))) such that

VZeZ  max _-AZ'HAZ>C|AZ|.
AN, =, Xex™
BEA,, YeY™

We further refine that result slightly by also exploiting the positive-homogeneity with respect to AZ instead of
just AZ.

> Claim 27. There exist constants g1, C > 0 dependent only on (f, X,)) such that for any ¢ < ¢,

VZe Z, max ~AZTHAZ > CqHAZH.
laz)<q
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Proof. Let Z = Ape X X" X Appe x Y™ and AZ=Z — Z*, and

D= eR"*xX"*me*xym*;ZAAI:ZABJZOand||5z||§1
I J

Since a*,z*,b*,y* lie in the (relative) interior of their domains, then there exist g1,¢2 > 0 such that ¢1D C
AZ C ¢oD. So, using Claim 23 for the second inequality,

max —v' HAZ > max —v HAZ = max ~AZ HAZ > C||AZ)|

v€q2 D veAZ ZeZ
1
max —v' HAZ = — max —v' HAZ > —CHAZ“
veD g2 veEg2D

and so, for any ¢ < ¢, since gD C ¢1D C AZN,

_ max “AZTHAZ = max N—’UT/HAZ\ = max —v  HAZ
ZEZ st. |AZ|<q vEGDNAZ vegD
= gmax —vTHAZ > gC’HAZ\H <
veD q2

With this we can prove the following lower bound on NI(z, V):
> Claim 28. There exists a constant C' dependent only on (f, X', ) such that, for any 5 > 1,

~ e —~ ~ R 2
max Fope (@8 B.Y) = Fr (A, X.0.5) > claz|™*’ +o (HAZHQB +[AZ] + (Fo + Voow(®) ) .

In particular for § = 3/2, we have that
0/2 >3 =~ )2
NI(E7) 2 CJAZ|™ + 0 (A2 + (B0-+ Viee(2)').
and there exists r > 0 such that

¥ (@,2,b,9) s.t. ||AZ]| < r, NI(, >—HAZ||5/2 <(@o+vpos(z))2).

Proof. Note that for any (a,Z, 3 ||AZ|| < 4+ 2R = R’. To prove the claim, for any fixed (a,Z, b, 2 ),

simply apply Claim 27 with ¢ = ¢; H( R,)‘[L and substitute into Claim 26. The second part of the claim follows

straightforwardly. For the third part, let C; denote the constant hidden in the O(-) and pick r such that

5/2 5/20

ClaZ|™” — ar|aZ| = |azZ| (0 - ci|laz) ) = |az|

for any HA/Z\H <r. <

This gives the desired bound on a neighborhood of (u*,*). Outside of that neighborhood, we can simply use
that NI is non-zero and continuous and has a compact domain.

> Claim 29. For any r > 0, there exists C’ > 0 such that V (a, E,E, ) s.t. HAEH >r, NI(u,v) > C'.

Proof. It suffices to show that infg NI(z,7) > 0 where Sy, 2+ = { (a,z, @ ||AZ|| > r}

The set Sy, m,z+.» is closed as a preimage by the continuous function (@, Z, b Y) — ||AZ || and compact as a
closed subset of the compact A, x X™ x A,,, x V™. Furthermore, the mapping

n,m,Z*,r

(a,z,b,y) — NI(j1,7) —maXZal Zi,y) mxanbjf(x
j

is continuous, since each term is continuous as the maximum (or minimum) of uniformly continuous functions.
It just remains to check that NI is non-zero on Sy, z+ , Which follows from uniqueness of the MNE since
NI(g,0) =0 = (u,v) = (p*,v*) = Z=27* <
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Putting together the two above claims, and using that HAZH is anyway bounded by 4 + 2R = O(1), we have
shown that there exists a constant C' > 0 dependent only on (f, X', ) such that

NI(7,7) > C||AZ||”* + 0 <(@0 + Vpos(g))g) (22)

for any (@, %, b, 7).

Conclusion

In the first paragraph we have shown (K is given by Eq. (21))
NI, 7) > F(fi,v") = F(u",9) > K (o + Vpos(2))
In the second paragraph we have shown (Eq. (22))

5/2

NI(G,7) > max_F(a,3 B,Y) - F(4,X,b,3) > C|aZ|* - ¢ (1%0+Vpos(’z\)>2

AX,B)Y

for some C,C; > 0 only dependent on (f,X,Y); further, using that HAZHz > 2(ming wy) Y, dp(w}, @r) +
> z%IHA]AiIHQ (Claim 21), we have

5/4
~ ~ ~ —~ ~ 2
NI(fi,7) > C <2(mjinw1) > dy(wi, @) + ZwIHApHZ) O ((wo n vpos(g)) >
I I

5/4
> C (2(m}n wr) ZI: dn(wy, W) + ZI: @1HA13H2> ~C1(2+R) (Fﬂo + Vpos@)) :

=C>

Taking a convex combination of these two inequalities with ratio and since K = O(1) by definition,

Cy
Cat+ &
we get

~ . \5/4
NI(f, 7) > C5K ((mIin @r) - Vi (@, 2, b, y))
for some C3 > 0 only dependent on (f, X, )). This concludes the proof of the second inequality of the proposition.

D.3 Proof of the second part of the proposition

We showed in Eq. (22) that there exist constants C,Cy > 0 such that

A = 2 1 R C ~ = 2
— (wo + vpos(z)) L Az < < SNIED) + o (wo + Vpos(z)> .

NI(3,7) > C||aZ|*”

Now by Eq. (21), we have
. ~ ~ 1 ~
NI(7,7) > K (wo + Voos(2 )) fe., 0 + Vpos() < NI(E D).

~

. \D/2
Let 7 < 71 A 7o where 1,79 are defined by £ o =& rs = % ( {“6“) . Then, for any (a,z,b,y) such that
NI(;z,7) <rK,

* 5/2 " 5/2
1 1 : Cy /~ 2 )
NI D) < Gk = 5 (“’m) and 2 (To+Vw(®) < G13=3 (wm) 7

o~

-
5/2 + N\ 5/2 . . .o .7
and so HAZH / (%) , and in particular miny @y, miny by >

and so r can be chosen independent of A, 7 and only dependent on (f, X', ).
This concludes the proof of Proposition 25, and so of Proposition 7.
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D.4 Proof for the exact-parametrization case (Proposition 3)

The first part of Proposition 3 (the upper bound on NI) follows from exactly the same computations as in the
general case.

The second part of the proposition follows from the same considerations as for the general case; only Eq. (21)
and Claim 26 need to be adapted. For the former, simply use Lemma 17 instead of Lemma 15. For the latter,
the same bound as in the general case holds; indeed this can be deduced from the general case using Claim 16,
by holding A7 constant and letting 7 — oo.

E Proof of convergence in the general case

In this section we prove Theorem 9.

Choice of the partitions of unity’s parameters

Our specific choice for the parameters A, 7 appearing in the definition of (¢r)r, Eq. (13), will not come into play
until later in the proof, but to fix ideas we give their expressions right away. We choose

1 1 . ming p |l — a5 || Aming g ||ys — v
M =— and M =min fg, ¢ Umm, LUNTT ! LI N = Y = 1. (23)
NG 27’ 4L, 4

Intuitively, in terms of the illustration Figure la, the cut-off abscissa At should be thought of as ©(1), and
the blue curve as being “spiky” with a scale of 7 = ©(¢'/%), when 7, ¢ are small.

Note that e = e=*"/3 = ¢=1/(3V2) (the value of ¢r at the cut-off) is exponentially small for o =< 7 small, so
that € - poly(n, o, A\, ) is arbitrary small for 7, o small enough, where poly(...) is any polynomial expression of
the arguments. Essentially, any term where £ appears can be neglected (will be compensated by other terms),
for n and o small enough.

E.1 Making the Lyapunov function appear in the characterizing inequality

We start from the characterizing inequality (8); for reference it reads

ak+1 b}<_?+1
VY z, ngap(z; 2t < Z a ) log 4 + Z(bj - bf“) log Jb—k
1, j J

+ g 2ot el —ala =) £ O3S0 W = v - o)
J

where
Va a—a
ga“ﬁ(z;?)—< R PO >
—Vy Y-y

As announced in Section 3.2, (14), our first step is to evaluate it at “proxy solution particles” (a(*), z(*), b(*) y(*)) €
A, X X" x A, X Y™ given by

() ) Sok+1 k+1

* k+1 k+1 k+1 *) * 114 a;

x; + Z Pl —z;7) and aq;’ = Z afiak—i-l
Ien*] Ie[n*] I

and similarly for b®*), 3.
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Position terms

The term 237, a¥(x} KL _ gk 331('*) - mf+1> on the right-hand side of (8) becomes, by Pythagorean identity and
Eq. (36),

Zza R R L R Za ¢k+1 ( * fo2 — || - x?+1H2 _ foﬂ _ fo2>
= *Za i Za e a7 == - |5 Za o [l — 2|
1
= Vpos(ak,wk) + 5 Za’i SDIIC;rl - ()0[1) Hl'] - ka
[ Voonl@b#1,2541) 1 157 (0 = ab1) bty — o | | DS (1 )
1, i
Weight terms
For all I € [0,n*], let ul ™7 % so that u**11 € A, for each I. Then since a =Y ,af ul
+1
Za )log —ZZa?ukHIloga
—k+1l k1 j=ktl
_ % an S P S /a;
2 i s T
k+1,1 k+1,1 +1/ il
:Za} Zuﬁ“ log —|—Z Zu+ log k/a
I i I
' +1/ k+1
= D(a*,a") — D(a*,a"*) + Zal Zuk+1 Ilog e
ar
and, since ak Zle[o ] ZL’;H f“ 1 by the same calculation with a} replaced by akJrl
Zak+1 lOg Z Zak+l k?"rl I IOg
l I€e[on*] 1
k+1 —k k1 wrr, as Tt artt
=D(@@"",a") + Z ar Zul ’kgW,
I€[0,n*] i v
and the term for I = 0 in this last sum is equal to
k+1 7k+1
BT [mg T log ™ ] 7 (o ) ] [d )
K3

—Z«p’““d af*t,af) —dn(@g™ag) — ) (el — eb) ai-

i
So the weight term on the right-hand side of (8) becomes

k+1
* @; . _
D(af? a1 log % = Vet %) — Vil ) = D (e

+1/ k+1

+ Z(a; _ alle+1 Zuk+1 Ilog k/a
1

- zwkﬂd fﬂ, af) + Z(Wéjl — p6)a; (24)

7
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All in all, evaluating the characterizing inequality (8) at (a™),z(*), b(*) y()) = 2(*) yields

ngap(z"); 2F) <V (2F) - v (2H) (25)
_ Zdh —k+1 w’; Zw k+1 ||pk+1 pf||2
k-‘rl k+1 k-‘rl k+1
+ Z 7’”1 Lp“ik_ﬁl log k/w (errl)
i Wy w; /wl

_Z@kﬂd Lk

k+1 wh + n k+1 k k|2
+ Z ‘:00:r - <P01 i 7 Zzw %OI;F - <P1i) ’p1 - p; H (err2)
i
n k 2
+ gzz(wiﬂ —wi)cph pi+1H (err3)
I
where we let for concision w" = (Z:) € A, x A, and pF = (ZZ) € X" x Y™, and similarly for @*, w* €

Afgns] X Afgm+] and p¥,p* € X" x Y™,

The left-hand side looks like “gap from MNE to iterates” so morally non-negative, which we will show and
quantify. The second line consists of minus “divergence from (k + 1) to k” terms which we will lower-bound. The
last four lines consist of error terms which we will control.

E.2 Preliminary lemmas

As this phrase is used many times in the proof, let us emphasize again that by “for 7, o small enough” we always
mean that a property holds for all n < 79,0 < ¢ for some 79, 0o only dependent on (f, X,)) and I'y (the same
constants that may be hidden in O(-)’s).

Next, we state some useful elementary facts about the algorithm. The following equations are clear from
the update rule (6). Alternatively, they can be seen as a consequence of (8) (holding with equality) applied to
(a* 1 + da, 1 DR y*+1) for all da € {1,,} 7, resp. (aFtt, zF+1 4 §200) prtl yk+1) where 5:55%) = 1i—y,-

_ k+1lpk+1y _ _ k+lpk+1y
af“ _ a? e N(METIOET); p]/Z where 7 = E ai,f, e M(MET70" ) —p]
'L/

k+1 (26)

and ot =af — o0, M[;TTHFH
a’
3

We formalize the trivial fact that iterates move by no more than the step-size at each time-step.

» Lemma 30. For all k,
Vi, ’af“ k| < min{af, ¥} (0 — 1)
Hak)+1 _ ak}||1 S 6277L0 _ 1 — 0(77)
and in particular o™ = a¥(1 + O(7)), and similarly for b, and

Vi,

a7 ™! = af|| < oe®0 Ly = O(0)
and similarly for y.

Proof. From (26), we have

6_7](Mk+1bk'+1) i

, k+1 k
Vi a; " = ay
9 7 7 le ak e_n(Mk+1bk+1) ,
—nL k+1 L
_ e "o a’ e'to
and so e 2nlo — — < < = o2nLo
>y agpento a; >y age ko
from which the first result follows. Furthermore, also from (26), ‘xiﬁl — xf” =

o eXlol,. <
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Recall from Lemma 19 that locally (i.e. if V(2*) is small enough), we have a constant lower bound on
the iterates’ aggregated weights al},BI;. That is, there exists r > 0 (dependent only on a*,b*) such that
V(z) <7 = (mingzoas) A (minyzoby) > a:“i";\b:“i
locally, the aggregated weights are lower-bounded by a constant for iterates both at k and at k + 1.

1 Thanks to the considerations above, we can show that

» Lemma 31. There exists r > 0 (only dependent on a*,b*) such that if V(2*) < r, then for small enough n,c

k AL
<min a’}) A <min a’f“) A <mm bJ> (mln bJH) > anin /\ inin =c
T1+#0 1#0 J#0 J#0 4

The proof is conceptually simple but annoyingly technical due to the fact that, to compare a§ = >, ¢ (z¥)ak
aitt =3 or(aF el we also need to control the variation between ¢;(2¥) and ¢;(2F!). Namely we
have the following bound, Whlch will also be useful elsewhere in this appendix.

and a;

» Lemma 32. For any I € [n*],

k
Z(‘Phﬂ - 90]161')“?

3

Se(ak +at™) + Vomin {1,V (")} < eak + VoV (2F).

The proof of Lemma 32 is quite technical and is deferred to Appendix E.7. In particular it relies on our
specific choice of partitions of unity (13) and of A, 7 (23).

Proof of Lemma 31. Let r the constant from Lemma 19, so that nV (z) < r == min; @y, miny by > % =

-k
2c. This immediately ensures that miny @, miny b; > 2c. For any I € [n*],

k:lkl kl k: k+1 k
a’I Z‘p F + (pIz i ZQD + o +Z (IOIZJF _(pIz 7

k‘+1 k+1
E SDI’L - 9011

g+l —

k1 k1 o
a; "t >(1-0 a1+z¢]1+ - ¢h)a;

Now a@¥ > ¢, and by Lemma 32, |Z (phHt — @’fi)aﬂ < e++/a. So for 1, o small enough, we indeed have @i > ¢,
—k

and similarly bJ+1 > ¢ for all J € [m*]. <

In the remainder of this section except Appendix E.6, we assume that the conditions of this lemma are

satisfied. As a first useful consequence, we have that both V(a*, z*) and V(a**1,
Indeed, V(2*) < r and V,os(a, ) = o1 priail|z;

xF+1) are uniformly bounded.
‘< R= O(1) for any (a,z) anyway, and

*

n
Vigei (P71 2FF1) = gkt 4 Zdh (af,a" ) <1+ Z —ath)?r <14 — =0 (27)

by 1-smoothness of h over [c,1]. A second useful consequence is that, by Claim 21, for (a,z) = (a*,2"*) or

(ak-q—l’ xlc-i—l)’

2 _ 2
iR = Viei(a,z) and m?xHxI —:U?H < Voos(a, ).

E.3 Lower-bounding gap(z*); zF*1)

Let us give a quantitative lower bound on the term on the left-hand side of (25): gap(z*); 2*1). Tt is here that
we make use of the “quadratic growth” and “star-convexity-concavity” properties discussed in Sections 3.3.1
and 3.3.3.

» Lemma 33. There exists a constant £ > 0 only dependent on (f,X,Y) such that

Omin 3 k+1 Omin
gap(z (), L) > [ . ( ) /\4 ( k+1+b0+) . Vpos(zk+1)+O(V(zk+l)3/2>.
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—k+1
Proof. As a direct consequence of Lemma 24, since (mm[ a’;+ ) A (min,] b'ﬁ ) > ¢, then denoting p**! =

n k+1 _ m k+1
Z 5 k+1 and 14 = Ej:l bj 6yf+1’

117,

gap( ) 5) = P v%) = F(u, v + Voo (+5F) (0min — 2Loe™ - 0r) +0 (V(541)7/2).

Note that by our choice of A\7 < %“;“, we have opin — 2L3c™ - A1 > Zmin - Furthermore, as a direct consequence
of Lemma 15, we have

* * Umin3 AT 2 k+1
FF Tt %) — F(u*, v 1) > {4 ()\3) /\4 ( k+l g )

for some constant £ > 0 only dependent on (f, X',)). The lemma follows by combining the two inequalities. <«

E.4 Controlling the error terms

The proofs for the lemmas in this subsection are all technical, relying on our specific choice of partitions of unity
(¢1)1 as well as of parameters A, 7. We defer the proofs to Appendix E.7.

» Lemma 34 (Bound for (errl)). For n,o small enough,

k+1, k+1 k41 ) —k+1
i Z o1 wi lo wi T /wr O(swk—i-\ﬁV(zkH))
) —k—i—l g wk/w’} - 0 ] .
i i
. v —kt1 @lfjl witt Wittt < o1 K k1
In particular, Z(wl —w; ) p log Fh V(zEt1) - [ewg + mV (2FT)].
I i Wy Wi j Wy

» Lemma 35 (Bound for (err2)). For n,o small enough,

. 2 _
> (oot —wtwl + 5 Zw (5 = ) Ipr = pE||” S e ™ + 1P 2 Voos(251) + MV (2FF1)3/2.

i

» Lemma 36 (Bound for (err3)). For n,o small enough,

oo 2wt — by
I i

2
pf-‘rl H 5 T]V(Zk+1)3/2.

V(2*) does not grow too fast
At this point, we have all we need to show the following.
» Lemma 37. For n,o small enough, V(zF+1) <2V (2F).

Proof. Starting from (25), upper-bound the second line by 0, lower-bound the left-hand side using Lemma 33
and bound the error terms using Lemmas 34, 35 and 36. Simplify the obtained inequality using that A7 =< 1,
A3 = %, n = o, and V(zFT1) = O(1) as noted above (27). Rearranging, we get
V() V() OV (EF) +0 (Vi - V(")
V(M) < (1+0(vm) (1L + O0(e))V (2F)

and so V(z*F*1) < 2V (2*) for , o small enough, as announced. <

E.5 Lower-bounding the “divergence from (k + 1) to k" terms

In this subsection, we lower-bound the quantity
k1 —k n k k+1 k41 k|2
D(k+1,k) Zdh w1)+%zi:wi(1 )||pEtt — pk||

appearing with a negative sign on the right-hand side of (25). The bound relies on the “error bound”-type
property discussed in Section 3.3.2.
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» Lemma 38. There exist constants r,C > 0 only dependent on (f, X,Y) and Ty such that, for V(z*) <r and
small enough 1,0, then D(k + 1,k) is lower-bounded by

D(k + 1,k) > Cr? (Z dy(wy, Wi+ + Zw’j“HA”““H ) +0 ((ew)” +nv(=F1)?) .
The remainder of this subsection is dedicated to proving this lemma.

For any (Ar)repn+)s (B)seim=) (and Ag = Bo = 0) and (X7)1en+], (Ys)seim~), define “proxy particles” as
n (16):

P gkt

1 1 +1 :

z; = aft +Z<pk+ —af™) and a; =) A Izk+71 :
I o

similarly for b and y and let z = (a, x, b, y), leaving the dependence on A, X, B and Y implicit to lighten notation.
For concision, let as usual w = (§),p = (3 ), W = (4), and P = ({£). We proceed by upper- and lower-bounding
the gradient-norm-like quantity max4 x g,y gap(z; 2R,

Upper bound on the gradient-norm-like quantity

> Claim 39. There exists C > 0 only dependent on (f, X,)) and Iy such that

C 1 ,
max__gap(z; k+1) < g D(k+1,k) + ;O (gwé + \/77V(zk+1)) .

A,X,B)Y

Proof. Evaluate (8) at the proxy particles z = (a, z, b, y):
V A, X, B,Y, ngap(z; 2F*1) <Z wh ) log nZw it =l p — P

On the right-hand side, we get for the position terms

k+1 k+1 k k+1 k+1 k+1
w; —pF.p; w; oy, < —pk, Pr— >
Z Lo ZZ ; :

I-I<r
< RS ueh I <] = RS w0t ]

<R¢Zw A [0

In the last inequality, we used Cauchy—Schwarz inequality. For the weight terms, by the same calculation as
for (24) with w* replaced by W,

Z(wi - wf“ log Z Wy log

%

Zdh wI

k1 k+1 k1 ) —k+1
_ wy T W

+ E VVI _ k?+1 Pri & lOg ) k/ii

; wh /wI’

7k+1
-~ Z(pk:+1d k+1 )+ Z (Plg;rl — ok w

The second and fourth terms are non-positive, the third term is bounded by O (ew§ + /7V (2¥*1)) by Lemma 34,
and so is the last term by Lemma 32. Further upper-bound the first term, using that @% > ¢ (Lemma 31), by

Z Wi log Z k+1 7lc Z |wk+1 ]I€|
+ . _ + m* _ _
v WD ’ffs”c””@dhm';ﬂw’;)
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since h is 1-strongly convex over [0, 1]. Thus,

k

Z(wi—wf“)log f+1 /2(n* +m*) \/Zd T Tk) + O (e + iV () .

By putting the two parts together and using that v'A + v B < v2v/A + B, we obtain

nAmaxygap( =2 (m \/R\/7> VD(E+1k) + O (Ewo + ViV (z k+1))

3<x Dy

and the claim follows directly. <

Lower bound on the gradient-norm-like quantity

As a direct application of Lemma 18, there exist 7/, C’ > 0 only dependent on (f,X,Y) and I'y such that if
V(z%+1) <+’ then

A%iym”kﬂ)w@d“w“ P+ o ar T 0 (V).

Note that thanks to Lemma 37, we can indeed assume V (z¥*1) < ' by choosing r small enough in the statement
of Lemma 38.

Putting the two bounds together

All in all, we showed that (assuming V(z*) < r for some r small enough)

C 1 .
?/D(Hl,k)+5o(5w’g+\/ﬁV(zk+1)) zc’\/Zdh(wI,k“ +Zw’;+1ympk+1” +O(V("th)
I

for some C, C’ only dependent on (f,X,)) and T'y. Rearranging and taking squares,

"\ ? . _ _ 2
D(k+1,k) > (C) 7> <Zdh (w, @) —|—Zw’;+1HAp’;+1H > +O((£w0) +nV(z k+1)2).
T J;
This concludes the proof of Lemma 38.

E.6 Proof conclusion

It just remains to put everything together by substituting the terms by their lower bound in (25). Our choice of
A, 7 and our assumption that ¢ =< n simplify things considerably. The only subtlety is that some of the terms in
the upper bound of Lemma 34 and Lemma 35 need to be compensated by the lower bound of Lemma 33, which
can be done by assuming 7, 0 small enough.

In the remainder of this subsection, C,Cs, - - - > 0 will denote constants dependent only on (f, X,)) and T’y
(the same things as what we hide in O(-)).
Putting all the bounds together

Assume that V(2*) < r and that r, 7, o are small enough so that all of the lemmas apply. Just substitute the
terms in (25) by their bounds:

V(ZFY) —V(2*) < —ngap(z™); 2*Y) — D(k + 1, k) + (errl) 4 (err2) + (err3).
By Lemma 33, there exist C, Cy such that
ngap(zM; 2 > g Civ/a@it 40 CoVios (K1) + O (nv(zk+1)3/2).

By Lemma 38, there exists C3 such that

D(k+1,k) > Cyn? (Zdh w}i, @) +Zw’}+1|\A’“+1H> ((aw§)2+nV(zk+1)2).
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By Lemma 34,

(errl) < aV (2FT1)3/2 el - )V (2h+1)

SV I(ZRH32 e (@5)2 + eV (2FT).

By Lemma 35,

(er12) S 2@+ 1 Viou (FHY) + VIV ()2
By Lemma 36,

(err3) SV (71)2.
All in all, since @ = O(V(2*)) by Eq. (37), we get

V() = V(ER) < = (G2 = 0(0)) @ = (Ca = O(/)) nVpos(251)
o (Santui ot + St ot
I I
+0 (\/ﬁV(zk+1)3/2) + 0 (eV(z") + 0 (eV(25)?).

To be explicit, this means that there exists a constant M > 0 dependent only on (f, X,)) and Ty such that
V() = V(ER) < — (G = Me) @ = (Co = M) nVios (2511
- cur (St + ot
I I
M (ﬁV(zk+1)3/2 V() EV(zk)2> .
—-2\3/3

Since e = e — ¢ 57 and 0 = 7, then for small enough 7, o, we have Cyn3/2 — Me > %173/2. Furthermore,
for small enough 7, we have Cy — M/n > % Thus, there exists Cy > 0 such that

V() V(R < 0PV + M (\/ﬁV(zk+1)3/2 + eV () + EV(zk)Q) .
Moreover for small enough 7, o, we have Cyn? — Me > %nz. Then,
V() V(2R < —(Cy/2)n?V (Y + M (\an(zk‘*'l)?’/2 + EV(zk)Q)

V() [1 + (Ca/2)” = M/ V(zk“)] < V() [L+ MeV(h)].

Sufficient decrease of the Lyapunov function

For a fixed 7y > 0 to be chosen (small enough so that all of the lemmas apply), assume that V(2*) < 7.
By Lemma 37, we can assume 7,0 small enough such that V(z*+1) < 2ry. We then have that

V() [14(Ca/2)n® = My/2irg| < V(9 [1+ Merg)
V(zF) < 1+ Merg 1k (28)
V(zk) = 14+ (Cy/2)n2 — M\ 2nrg '
Clearly ro can be chosen (dependent on 1) such that the right-hand side is strictly less than 1, i.e., K > 0. By
induction, if V' (2°) < rg, then for all k, V(2**!) < ry and
V(ZkJrl)
V(zF)
V(R < V()1 - r)k

vk, <1l-—-k

This concludes the proof of Theorem 9.

» Remark 40. More precisely, for the right-hand side of (28) to be less than 1, ry needs to be chosen less than 73
times a constant (dependent on (f, X, )) and I'y). The rate x can be seen to be of order n?, for any admissible
choice of rq.
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E.7 Delayed technical proofs

In some of the proofs of this subsection we use the expressions and a priori bounds for Vo5 and Viei from Ap-
pendix F.1 without explicit mention.

E.7.1 Auxiliary claims
As a consequence of the fact that Hxl’”'l zF|| = O(0) (Lemma 30), we can meaningfully classify the particles

according to which supp(¢;) they belong to, both at k and at k + 1. For a fixed k, denote
VIe[n'], NI)={i; ait'e Byx ar or zk e Be:ar} and  N(0) = [n] \ (ULN(T)).

Since ka xf = O(0), for o chosen small enough compared to miny; ||z} — 7, || we have that xf € By xr =
%
VI'#1I, af, 2% ¢ B, ., and so the N(I) are pair-wise disjoint. In other words, Ureo,ne] N (I) then forms a

70 l
partition of [n]; and surnllarly for the (y;)jepm. In the remainder of this section, we assume o small enough so
that this is the case.
Let
3
. [l — 7]
VeelX, pr(z) =exp <—3T3>

so that ¢y(z) coincides with @y (z) i

> Claim 41. For any I € [n*],

D (et —ehd = Y (@5 - Gar + 0 (e(@tt +ap)) -

i ieN(I)

Proof. Since y;(z) coincides with {51( ) if and only if ||z — 23| < A7,
if i ¢ N(I), i.e., if both 2" 2k & By: ar, then il ok = 0;

ifi e N(I),
[(5Ft — b)) — (@5 = 85| < |of — 5| + |l — Tl

<e-1 [1’?4_1 € Bm}<,)\7- /\iL’i-C S Bz?’)ﬂ-] +e-1 [(ﬂiﬁ_l € BI}AT /\SUi-c € Bm}fy)\.r] .
Further note that, by definition,

Z Z €]]. k+1¢Bm )\‘r/\x GBm )\Ta <EZ§0 k+1a <5(1+O( )) §+1
I ieN(I)

and ZZ&H k'HGBx ,\T/\z ¢Bw ATa <5Zg@0 —5a§
I “eN(I)

Thus
S = ehak = D (@5 - ek < e (14 O(m))agt + af)
i €N (1)
and hence the announced estimate. <
The following claim follows from a Taylor expansion of x — Hx —x7 ||3
> Claim 42. For any i, I, we have
e+t = ” = |t = 7])” = 3 (2} — 2k ol —af) |2l —af

79 1
i_cﬂ _ xﬂﬁ) )

2
+0 (||t = k||t — 2
Proof. The first and second derivatives of |- — z}||* are given, up to translation, by

T
. Tx
(VI 11*)(x) = 3|l and 0= (V2 %) (2) = 3|« id +3|z| —

= 6||z| id .
Bl
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By Taylor expansion of || - — z%||* centered at 2™ with remainder in Lagrange form, there exists 6 € [0, 1] such
that
k41 x |3 |3 _ k+1 ko okl * k41 *
Hml —x7|| — —3<aci -z, T, x1> ’ml —x7|| — R

where
R= (et — )T (V2 — af®) (6t +
2|R| §6Hmf+1—xf”2H9 ka )+ (1—6)(z f—xl H

< 6flat* — 2 (Jlat

1- G)m}?)] (zF 1 — zk)

)

<ot =y |+l T -2k

< 12H$f+1 - a:fH2fo+l — 7 kL mf”g <
We will repeatedly use the following Taylor expansions of the local payoff matrices.
> Claim 43. For any 4,1,
k? « |2 k %13
(MF1pLy, = p + 2H gt HI‘*‘O(H%H_”CI )+O( V(bk+1,yk+1)) (29)
and more precisely if ||xk+1 zi|| < G2, then
1
(MFFIHD); > p ot omin |2+ — z|*+ 0 < V(b1 yk+1)> . (30)
Furthermore,
81Mik.+1b]’C+1 = (xf“ —23)THy + O(H:E';€+1 — x?”z) +0 (min {1, V(bk“,yk“)}) (31)
and more precisely if Hx’”l < 2L“ ,
(4! — a7) O, MEF B > L‘gm k1 — (foﬂ —ai|y Vs, yk“)) . (32)
Note that our choice of A, 7 implies A7 < %22, and that for all i € N'(1), ||z (o). In the

remainder of this section, we assume o small enough so that ka+l xﬂ| < ‘;rz; holds for all i € N'(I) and
similarly for the y;,y5.

~

Proof. To lighten notation in the calculations, denote zZ = z**1, § = ¢**! and b= bhtL, By Taylor expansion,
for all 4, I,

(ML), Z Zwm { )iz + Mij — ( M*)u} b; + Z%ﬂ‘z’j@j
j
Z szJ-FZZl/JJg (|75 — ?JJH +O(bO)

~ * * 1, * * ~ Ik = T~ =
= Z {MI*J + (@ —a}) .M, + 5((%‘ — )02, M, + O(||z: — ‘TI||3):| by + 0( Vpos( ,y)> + O(bo)
0]

2

—p—I—ZMIJAbJ—i-Z % — a}) 0. M7; ALy + - sz i, +O(||7:

p+;mxmm+om@ﬂu>u( vED).

More precisely,

o 1. N Lz . | ~
(Mb); > p+ 512 ~ i, — 5 F — <l + 0 < V(b,y)>

o~

1 ~ * ~ s min
7Umin||mi - IIHQ +0 < V(bay)) if ||‘T7 IIH - z

>
=Pty 204
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Also by Taylor expansion, for all 4, I,

o~ o~

O, MEFIE = 9, Mieb = ZZ% [ (" M*)ig + 0 M5 — 8I(AM*)Z-J} b+ Y 0,00 Mysb;
J
=> 0.("M inJ+ZZ¢Jj (135 — w31 + Obo)
J J J
=3 [aMiy + @i — )0, Mj, + O3 — 2 [)] B + O ( Voos 0, @)) +0(0)
J

— 0, M}, Ab+ 373 — a3) 02, M by + O(|7 — 23| ) + O (min {1, v, y)})
J

= @ —2})TH, + O(|&i — ]|) + 0 <mm{ 0 >}>

On lines 4 and 5, the fact that the last error term is O(1) can be checked by noting that by, | ABH < 2 and

VPOS@7 v => Zj LZJ]-BJ-H@- = yf}H2 < R?. More precisely, for any 6z,

(loelly/v . ).

(02,0, Miab) > (0, Hy (7 — Ly|6x |||

So if ||§l f:ij < ‘;L’“, then

N

(af'\i - x;)TazMiob Z Omin

2
T, — 7

| ~

(I willyvG.)
+0(Ig -5V G.0). -

*

Omln o~
> H i — T

E.7.2 Proof of Lemma 32

Note that the proof does not make use of the fact that V (z**1) = O(1) (inequality (27)), so as to avoid circular
reasoning since we showed that fact as a consequence of Lemma 32.

Proof. Fix I € [n*]. We showed in Claim 41 that
D (Pt —ehd = Y (@5 - dlhar + 0 (e(agtt +ap))
@ ieEN(I)

and it remains to upper- and lower-bound the first term.
First note that

~k+1

~k+1 _ ~k Pr ~k k+1 ~k 1 k+1 e

1 — P = Pl -<1— & >§<Pn'(10gs0n log &) = B+ 55 ([l —ail)” -
I

i) 33)

and that
~k+1 _ ~k+1 {5]161' —1| >3 log GF+1 ~k+1 1 k+1 #|13 |,k _ 3
SDIZ Pri — P &k+1 Pri (Og@h og Py ) =¥ 3 ||.’E xIH sz x[” .
Ii
Furthermore, by Claim 42,

et = 3]
1

7y e [ Eaaer

(et — [l —

fﬂ_x;f“?

o -atT)

S llaf ™ —af |l - a1

and by the update equation (26) and the expansion (31), since a¥ = (1 + O(n))ar™ =< a*! by Lemma 30,

Hxi_€+1 k” _ 0, Ha Mik.Jrlbk—i-lH 5 o (kaJrl LL‘?H + 1A /V(bk+17yk+1)) ,

l
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and so

]

2+0_ |:1/\ /V(bk"'l,yk"‘l :| ka?Jrl

S o’||xf+1 o x7||2 +o [1 A V(bk+17yk+1)]

[+ = ]

< UkaH xy

2 [1 A V(bk+1,yk+1)}

where we used that ab < %2 + % to bound the second term of the first line. So

- - 1 ~
S @ Fa < o 3 Fhak (el - a]) - [lk - a3 ]?)

ieN(I) iEN(I)
<o A2 Z @k‘@kﬂ (kaﬂ 2 2+ [1/\V(bk+1 yk+1)])
~ ()\T)?’ - Ii%q 1 ’
1EN(I)
Z @IE k+1||l,k+1 x?||2+ [1/\V(bk+17yk+1)}
1€EN(T)

where the last line follows from our choice of \3 = % and A7 < 1. Similarly, on the other side,

S =Gk SV | YD FHtal ek - 2
ieN(I) ieN(I)

2 + [1/\V(bk+1,yk+1)])

+1||$k+1 k+1 k+1||xk+1

Finally, it remains to bound ZzEN(I) ok.al xﬂ|2 as well as >, (1) P :c?||2, in
terms of 3, phtlaht! kaH z3]|” = O (0Vpos(a*1, 2FF1)). This is done in the following Claim 44.

By putting everything together we obtain that |3, (o5 — oh)ak| < e (@h +ag™) + Vo [LAV(ZFHY)],
k1

which is the first inequality of the lemma. The second inequality of the lemma follows by noting that ea;

O (VaV (2F*1)), since e = e~ 1/GV) = O(/7). <
> Claim 44. For small enough 7 and o, for any I € [n*],

Z (ph k—i—l”xk-l-l ]J? 2 < Z &k—ﬁ-l k+1||$k+1 x H <8—k+1+ Z SOllcz—i-l k+1“l‘k+1 x?

|2
1€EN(I) 1€EN(I) 1€N(I)

Proof. By the same reasoning as in the proof of Claim 41, one can show that

Yo (@ =) ettt -
1€EN(I)

k+1R2

Hence the second inequality. For the first inequality: As we saw in (33),

%~ 1 ~

S @@ a ol - a2 o > Bhal bt - alf (lok - 0]~ [k - a3,

iEN(I) iEN(T)
and by -3 S (|t — ’ < fo“ — a¥|| = O(0). So, by our choice of
A3 = % and AT <1,

Z (@k}_@«k{rl) a/;+1”xi_c+1_x* 2<, A? ) Z el k+1ka+1 25112

- Ii Ii i i I ~ ()\7_)3 . 1i%; Iyl -

ieEN(I) ——— EN()

Vo

Thus,

(1-0(a) 3 Fhal e —ai|® < X0 B el okt — i

1eN(I) ieEN (1)

S Fhat | — 2] < 1+ 0(Ve) S B okt —ag||”)
iEN(I) iEN(I)

A
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E.7.3 Proof of Lemma 34 (bound on (errl))

>> Claim 45. For any I € [n*],

SDIICj'l f—‘rl o k+1/ak+1 _0 Z( k+1 _ k) k + 20 (V( k+1))
,]},4,1 g f/(ll - Pri Pri)a; n z :

Lemma 34 follows straightforwardly from the claim and from Lemma 32.

7 %

k+1 k41
Proof of the claim. Fix I € [n*]. Let u’€+1 ! “’Lkigl and we want to bound

k41,1 kH/ (i k-+1,1 aftt ay
+1, _ + a;

E u; log k/k E u; log oF JrlongJrl
i a; /ay

ot
By (26), we have log % = —n[(M*10k+1); — p] —log Z where Z = 37, ak e~ 6 =l g4

a;

ke1r,  Zalt! k1,1 kb1 k41
E u; log —7— = E wg (=) (M) = p]
i 4

%

and
log 0 _ 1gg 2110
I
k+1 ak
= log = iﬁllk +log = <pk+1 zlc+1
Z QOIZ 7, ZZ 7,

5, ¢k+1 B nl (M50 )

5, phat
= log =4 T1iTE 4 60

> af Yieri et

> eraf k1,0 p[(MF+TpE+L), —
= log =11 ) +logZu- T enll Ji=pl,

i af -

Now by Jensen inequality on concavity of log, since >, ukH 1=

)

log lz uf“afen[(Mk“bk“)i—p]

i

+ Zuf+1’1(—n)[(Mk+lbk+l)i _ p] > 0.
Furthermore, since logz < z — 1 and e¢® = 1 + z + O(z?) and using (29),

log lz uf“’len[(M’““bk“)fp]

i

+ ) T ) (M, — )

< Sl (O gk, )
. Zuk+1 IO Mk+1blc+1) . p]2)

k+1 k+1

772 wlik-& (Hkarl :cﬂ|2+V(bk+1,yk+1)>
i ar

S 7720 (V(ZkJrl)) )
Thus,

a1 gk
k41,1 /aj i eriar 2 k+1
u; ’log = log +7n°0 (V(2°)).
zi: f/ llg Z ckarlak ( )

I %

To upper- and lower-bound the first term, note that by Lemma 31

Y ¢hal =af > ¢ and Zwk“a’“ > Z pr e T (1= 0() = a; T (1= 0(n) = ¢(1 = O(n)).
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So just by bounding the derivative of log we have

IOgZ%@n a; longp’”l y

1
¢(1-0(n))
~—————
=0()

Z(¢k+1 - 9011) a;

K3

E.7.4 Proof of Lemma 35 (bound on (err2))

Proof. Focus on the a terms. The quantity we want to upper-bound is

Z(sﬁ’&“—tpoza +*ZZG (it — o) |t — ||
. 2
722 o — ¢ ) a i[lfgﬂﬁszff”]

Fix I € [n*]. Note that the sum is only over indices i € N(I) (otherwise p¥* = ¥ = 0) and that we have for
all such ¢

|2} — 2 [|* < M\ 4+ 0(0))? < 2(Ar)% + O(0?) < %+0(02)
Lo — 4[> < 5 +Ono)

due to our choice of A, 7 that ensures that (A7)? < So for small enough 7, o, we have for all : € N'(I) that

lo

29’
2 . o . o

0<1- ||z — 2F|” < 1. Following a similar reasoning as for Claim 41, but taking into account that we know

the sign of the objects involved and that we are only interested in an upper bound, one can check that

S (- eat L= Dar -] < 32 (@ - @ ak [1 - Lot - o¥°] + et + O

i i€N(I)

(note that 6’5 does not appear on the right-hand side). It remains to bound the first term. As we already saw in
the proof of Lemma 32 (Eq. (33)), we have

~k ~k+1 ~k 95]”1 ~k ~] k+1 ~k 1 k41 x||3 k e
L =9 =¢n-(1- l §<P1i'(10g8011 log ¢7; ) Pri (sz *JEIH - ||% *%H )

‘Ph 373
and by Claim 42, we have the Taylor expansion
o+t = a3])* = flok — a7 [* = 3@+ — ok, 2 — ) [Jo+ a3
AL

+0 (foﬂ - x;sHQHx;m —z
Now by the update equation (26) and the expansion (32), for any i € N (I),

abtt abtt
<xf+1—xf,xf+1 x7) = —U—;k Dy METIPFHL ght1 g2 :—a—;k (aF T — 2y T o, METIpFt!
1
af o
< o ot | 00 (Jab - V)
a”

K2

o(1+ 0 Qpﬂl xm/ (k1 kH)

and so the terms arising from the order-1 terms in the Taylor expansion of H:L‘kH 7 . fo — 7 % are
upper-bounded by
~ 1
> hal 1= Zfei —ob|] - 5 (@t —ad, ol o) ot~ a
1EN(T)
Sl L e [ B a1 VAL
1€N(I)
A3 - 2
Soggs | 2 Fhalt e il Vore e, (31)

1€N(I)
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Here in the last line we just bounded ‘1 — g’ x7 — foQ‘ by 1. Further, by the update equation (26) and the

expansion (31),

k
"1,?—0—1 7ka — 0_ a Ha Mk+1bk+1|| <g 1+O (ka—i-l —_r || + /V(bk+1 yk+1)>

7

so the terms arising from higher-order terms (the O( - ) terms) in the Taylor expansion of H:Ek+1 x7 ||3 —||ak—a3 ||‘3

are upper-bounded by

~ 1 .
> hal 1= 2l — b)) - 50 ([lek ! = b ek — ] + [Jok - <))
ieEN(I)

< 30 Bhalt (b - P o VR g e g o [V )
ieN(I)
Sig Z ohaitt (UQHmf“—;p 34,2 [V(bk+17yk+1)]3/2)
ieN(I)
23 - o @ g
St | X Bt e ) ot s VR ) 55)

€N (1)

where in the second line we just bounded ’1 — g”:v; — xf||2’ by 1 again, the third line follows from Young’s
inequality, and the last line uses that ||a:kJrl zj|| = O(AT + o) = O(A7) for i € N(I).
Putting everything together, by summing (34) and (35) and by using Claim 44 to bound

k+1”$§+1 - 27 we get
7~ af|]

Zie./\/([) ‘Z?iai

ZZ ot — i a [

3 3/2
56( k+1 "‘%) +0 (AT)g [V(blﬁ_l,yk—i_l)}
Z Z (pilfz k+1ka+1 x7|2 ( /V(bk+1,yk+1)+a)\7.>
I ieN(I)

Se@yt +ak) + o’ IBE [V(bkﬂ,ykﬂ)fﬂ

+o cap ™ + Vpos(ak“,xk“)) < V(bk+1 ykt+1) 4 U)\T) .

)\3
(AT)3 (
Finally, we use that A7 =< 1 and that \3 = % and that 1 < o to simplify the bound, and we obtain as announced
that the above is upper-bounded up to a constant factor by

e(@y ™ +5) + Vo - oVpos (" ") + VoV (), <

E.7.5 Proof of Lemma 36 (bound on (err3))

Proof. Focus on the a terms. We want to bound L >, 3 (aft! — af)gol;;rlﬂxj - xf“”z. By the update
equation (26),

k+1 k+1 _ k+1pk+1
aftl = gF el M0 0i=0l 7 where Z = g ak e =]

: E4lpkdly,
1.e. af‘H - af = af"'l [1 _ (M), p]Z}

— gkl {1 el ] ol (MM —p) Zﬂ .

So

DD (@ —af)eh

I i

ey ZZ%

+ZZ¢II€H k+1”x §+1||26n[(Mk+lbk+l)i_P] (1-2).

P (1 el )
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For the first term, since 1 — e* < —z, then by the expansion (30),

1
1 en[(]vfk+1bk+l)i_p] < —n[(Mk+1bk+1)i _ p] < -n |:40'm1n||x +_

5 7 /‘/’(bk:-‘rl7 yk-l-l).

o |2 +0 ( V(bk+1’yk+1)>:|

So we get

Z ngzfa k+1||m §+1||2<1 _ (M), ) Zzwk—&-l k+1||x §+1||2 o /V(karl, yk+1)
S VpOS(ak+1>$k+l) -/ V(OFFL, yktL).
For the second term, write Z as

Vi€ [n),abtt = abe MMV im0l 7 7 = Zafﬂen[wk“bk“)i—py
So using the expansion (29),
N Zak+1 ( DIMF+A1Y, 1) _ ZG?HO ([(MFF 1654, — )
_ ZZ ERLELO (p(MFH1BFHY, — Z EHLGERLO (n[(MFF1HEH), — )
— WZZ‘P?H k10 (ka—H 2| + \/W) + O(natth)
=10 (anos(ak“, 2F ) 4 \/W—k a§+1> =10 ( V(Zk+1)> .

So, since eV i=pl < e2m0lo and Z = Y, al, e M=ol < 2m0lo = O(1), we get

k+1 MEFIpRHLY, k+1)|2  dnoL
ZZ‘PI P )l (1- 7 | .enM_l‘
< k1 ktly | L
S Voos(a®7, 277 7~ 1
< Voos(@ 2t Hh) oy [V (2h41).
Putting the two bounds together gives the announced inequality. <

F Auxiliary lemmas

» Lemma 46 (KL- vs. x2- divergence comparison). For any a,a € A,,, denoting D(a,a) the KL-divergence and
20, 7Y — (ai—a:)?
x*(a,a) = >, =0 the x*-divergence,

g

—1
D(a,a) < log (1+ x*(a,a)) < x*(a,a) and D(a,a) > (max T) *(a,a).
1 a;

Proof. For the first inequality, use Jensen’s inequality on log, and that log(1 4+ x) < « for all . For the second
inequality, recall that the f-divergence of a w.r.t. @ is defined as Y ., @; f (Z—) The KL-divergence D(a,a) is

the f-divergence for fp(t) = tlog(t) and the y?-divergence x*(a,a) is the f-divergence for f,2(t) = t* —t. Note
that for any ¢ > 0,

Vi<e, fo(t)> %fxz(t).

The claimed inequality follows by evaluating at t = % and taking the sum weighted by @;. <

a;
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» Lemma 47. Let Dg denote the Bregman divergence associated to an arbitrary differentiable function ® : X — R,
that is, Do (z,y) = ®(x) — 2(y) — (VO(y),z —y).

D¢ is non-negative if and only if ® is convex, and Dg is zero if and only if ® is linear.

If @ is convex, then Dg(x,y) is convex in x (but not in y in general).

Dg is linear in ®, and Dp, (. .y(7,y) = Da(z,y).

We have the three-point identity (or Pythagorean identity)

Vx,y,z € Xa D@(I,Z) = D@(Ivy) +D<I>(yvz) - <V¢(Z) - V(I)(’y),l' - y> .
In particular,
Va,y,2€X, VyDo(y,2)" (x — y) = Do(x,2) — Do(x,y) — Do(y, 2).

For any fized yo and y1, x — Do (x,y1) — Do (x,y0) is affine in x.

The following lemma is just a rewriting of the facts remarked in Section 2.1 about the structure of the
problem.

» Lemma 48. Under the Assumptions 1-6, letting p = F(u*,v*),

Ve X, (Fv*)(z) Vyed, (u) F)y)

2> p <p
and ¥ a € supp(u*), (Fv")(x) = p vy € supp(v”), (1) F)(y) = p
and we have the first- and second-order conditions
V€ supp(p*), 0z(Fv*)(x) =0 Yy € supp(v*), ()" F)(y) =0
and 02, (Fv*)(@) » 0 32, ((u") T F)(y) < 0.
Using the shorthand notations detailed in Appendiz A, this means that
VIen], Mjb =p VJem', () M =p
and O Mjb* =0 (a)To,M}; =0
and 0%, M;b* = H; =0 (a*)T[);y oy =—Hj;=<0.

F.1 Useful expressions and a priori bounds for V,.; and V.

In many technical proofs, it will be helpful to keep in mind the following decomposition of the Lyapunov function:
By Pythagorean identity, we have the bias-variance decomposition

2Vpos(a7x) = Zﬁ[ (HI? - f[”2 + TI‘(E])) ZZCL@QEU (HSE? - :fIH2 + ||xl - f]||2>
I I
- ZZWM (HI? - v’CzHZ +2(x] —ZTr,m; — f]))
I
= > > aweni|at — i, (36)
I
In particular, note that by Jensen’s inequality, Z,H(& ® Af)IH = ZIHZZ wriai(x; — x})” <3 ¢1iai"xi _

| </ priaila— a]]* = v/ Vpla@,2).

The stray weights @g, by play a special role. Indeed since aj; = 0, then dy,(aj, @o) = @o, so

"
Ty

Vaeila, z) = D(a™,a) = Z dp(ai,ar) + ao. (37)
T

Now dp(s,s) > 0. So Vi can be viewed as a sum of two terms, both positive: The first one measures the
(unnormalized entropic Bregman) distance between a* and (Gj)rez+ in ]R_I:, and the second one accounts for
the stray weights @o. In particular, Gy = O(Viei(a, z)), while for I # 0 we only have |a; — a}| < ||a — a*
O(y/Viei(a, x)) (by Pinsker’s inequality or by l-strong convexity of h).

|1:
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G | Calculations

In this section we present the simple but tedious calculations that constitute the proofs of Claim 20, Lemma 24
and Claim 26. They all consist in writing Taylor expansions of f around (z7},y%) or (Z;,y%) or (z},%;), and
applying the facts collected in Lemma 48 and Appendix F.1, which we will use without explicit mention
throughout this subsection.

We will also repeatedly use that as a consequence of (36) and (37),

1
>_lldae Az, =3 |aa|[|az ] = 3 — |Aail @Az |
I I . I
< (minar) [|aa", max|a;az|

—0 ((mm i) Vel 2)y Vol ) ) <(mm ar) vl(a,@) .

G.1 Proof of Claim 20

Va a—a
Proof of Claim 20. Let us compute separately the four terms of gap(z;2) = < < szb > Fom(2), (fjg) >, where
-V, g—

for ease of reference we recall that z; :=2; + Y, ¢1;(X; —Z;) and a; :== ) ; A €18 Focus on the Vo Fy,m term
ar

(and the —V,F, ., term is dealt with analogously). By definition (da, V,Fy, (%)) = (5a)Tm, so
(VoFpm(Z),a—a) = a ' Mb—aT Mb

and by Taylor expansions of f around (z7,y%),

7 Pridi =5 »

— aTMb = — ZA[ Z ?Mljbj
AI *\ T * k(A *
== Z Z Prithy; - i [MIJ + (T —a7) O Miy+ 0yMy;(y; —y7)
'I_] ~
+ O3 — @312 + 17 — w3112 |5 + 0 (%)
= —ATM D~ (A6 (F—-2") M= ATOM (T y") @)+ 0 (by + (min 1) Voo @ 7) + Voos b 7) )
= —~ > ~ = ~\ 1
= —ATM*b— (A® AT)T 0, M*Ab— AATO,M*(AG & b) + O <(mlin w,) vl(z))
~ Y A —1
= —ATM*b— AATO,M*(AF & b°) + O <<m1inw1) v1<2)> .
For the V,F, ,,» term (and the —V,F, ,, term is dealt with analogously), by definition (éz, V. F), (%)) =
(@® dz) "0, Mb, so
<v an Zaz Ty — i 3 Zzﬁphaz 73 XI)Ta Mzob
=" @iy i@ — X)" [C%ME + (@ —x7) 07, M7y + 02, M (U5 — y)
‘ N A2~ a2\ =
+ 0 (|& =il + [3 = v31*) | s +© (bo)
— @G- X)) 0,M"D+ > @i (@ — X1, 8 —a7) 05, M b+ @ (- X)) 03, M (J—y") ©b)
)

+0 (b + Vpos(2)

=@o @ -X)) .M Ab+Y " @ria; (B — X1, % —2f)y, + (@0 (T - X)) 02,M* (7T —y") ©b)
I,
+0 (Vi(2))

—@© AX) 0, M*Ab+ Y Grid; (T — X1, % — 27) g, — (@0 AX)92,M*(AF© b) + O (Vi(2))
1,i
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— (@ OAX) M Ab+ . Gridi (B — X1 B — a3)y, — (a" © AX) T2, M*(Af 0 b°)
I,i

+0 ((m}n@,)lvl(z)> .

Further transform the second term as

Z@Iiaz Xy X17m1 Z@Izaz }mz xIHH +Z(phaz _Xlaaj\i_$}>H1

= 0 (Vos(@ ) - 3 s <AXI, AZr)

H
T I

Putting everything together, and using that
“ATM*b+3 M*B=—ATM*Ab+ A3 M*B=—AATM*Ab+Aa M*AB+ O (60 n BO) :
we get the desired estimate. <

G.2 Proof of Lemma 24

f—a(®
Va a—a
— ~ ~ | sz
Proof of Lemma 24. Let us compute separately the four terms of gap(z*); 2) = < ( YV’”I) ) Fom(2), | 5 5 >7
~Vu gy
where for ease of reference we recall that IE*) =T+ >, ¢ri(x] — ;) and a =Y ,0a; “’““‘.

In the calculations below, we write €,er;; € [—1,1] or € By1 to denote quantities p0851bly dependent on
summation indices, and that may change from line to line. This is done in order to track error terms with more
precision than using O( - )’s. Focus on the V,F,, ,,, term (and the —VF,, ,,, term is dealt with analogously). By
definition (3a, VoF, m(2)) = (6a)T Mb, so

(VaFpm(2),d—a)=a' Mb— (a™)TMb,

and by Taylor expansions of f around (z7,7;),

_ (a(*))'rm: _Z Z QOIlCLzMZJb
ar

I ij

* Prili * ~ * *
== 30y 3 L M) - ) 0L M s+
I ij I

1 -~ * * -~ *
5 (@ =2 02" M") 1 + Laery @ — o

= (@) (MM — (0" © AR) T9,("M" b—fZ Prili (3, — a3)?)T 02, (" M) b
+L3€Za72¢gai”@fﬁ”3.
I i 1

Now for any I, J, 7, 83m(*MA)1j = 321MI*J + O (Hﬂj - yj”), SO

* @hal ~ * * T
> ar 30 P (3 )T, M1
i I

T
= %Z@Wﬁ a; (@ — 7)) o2, (" M) I.b +Z szl//o] a;(( x?)z)Taix(*MA)l.gj
g Y1 i
=D 2EY Gty (@ - 2T (92:M7, + O (|35 w3 )] B +0 (Z =LY i@ - i b)
17 i T B
— %Z(’g”al T —a})?) 02, MIJbJ—FO (Z Zgohal ’mt —xIH ( pos(?)\ )—|—go>>
I

~%

- =07

Q\)‘ S
~

~\ 1 / ~ -~
Z@hazu‘%\z - xﬂﬁ—h + o ((m}nal) Vpos(av /x\) ( Vpos(bv @\) + HAbH1>) :
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For the V,F, ,, term (and the —V,F, ,, term is dealt with analogously), by definition (éz, V,F), (%)) =
(@® dz) "0, Mb, so

<V Foom(2) x—x(*> Zaz Ly 2 BZZZSDIZC% (@ — x7) Ta Mzob
—ZZs«maz (@ — a7) [c?z(*M )i+ (@ — 27) 107, (" MA)zj+L3€ujllxi—$?l|2} b,
- @o Ax)Tam( MM+ 3N (@ — a)?) "0, M) b+ Lae > > @i |7 — ||

I i I %

Now by the same calculation as previously,
SN Gt — @)% 02, ("M reb
I i

Putting everything together we get

. +o( Vo(@, ) Vl(ﬁﬂ))

*

A_xl

Il
-]
™
®
)
Bl

gap(z:2) =a' ("M — ()" ("M")b
(G- a") O AR T8, (*M™Nb — 3T 8,("M*)(AF ® (b— b))

e (1-38) el el + 3 (1- 52 ) Sl -
+L3€Z (1+ = )Z:gmrlwznpZ pI|| + O ((mmaj) Vi(z )3/2>

Now,
The terms on the second line are negligible, as

0u("MM) b = 303"y, [0M7, + O[3 = w3 B + O (Bo)

J g

so ((@—a*)oAT)T0,(*M™b=0 ((mlinal) Vi(@, ) - \/ Vi (b, gj)

Part of the terms on the third line turn out to be negligible, as

1 1«=ay; —at
Z ( - aI) Z(phaz ‘xz - = 5 Z alglal Z@I'LazHEz - .’1?;”2
I I 7
N1
~0 ((mlinm) G — @[], Voos @, a)) .

On the last line, the term in Lse is absolutely bounded by

-1 . 2 ~\ ! ~
Ls-1- Z (mme) @Iiwini—p}H AT < 2L5 (mlinw]) -+ Voos(2) - AT.

So as announced,

— 2 ~ *\ 7% * * 0N 1 ~ ~ || * 1 NN *
gap(z:2) =a' ("M)b* — (@) ( M/\)b+§ZZ¢”aini—acIHiII—i—izszjijyj—yJ H
I i J g

o=\ 3/9 .~ \"1 ~
+ 0 ((m}mw;) Vi(2) / > +e- {2L3 (mlmw[> ~Vpos(z)~)\7] ) <

G.3 Proof of Claim 26

Proof of Claim 26. Let any 2 = (a, Z.0,7) €Ay x X" x Ay x Y™ and Z = (A, X, B,Y) € Ape x X X Apy- X
Y™ and denote Z = (@, T, b &) Recall that as defined in (17), for any X € X", ||A)?H = maXIHA)?IH, and
for any Z = (A, X,B,Y), 2y |lax) + |aB|? + Ay
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In the calculations below, we write e, €1, €1.5; € [—1, 1] to denote quantities possibly dependent on summation
indices, and that may change from line to line. This is done in order to track error terms with more precision
than using O(-)’s. By Taylor expansions of f around (z7,y%), we have

Fom=(a,7,B,Y) = z": > @f(@,Ys)By

i=1 Je[m*]

=Y > GnaiBy | My + (@ —a7) 0. Mj; + 0,Mf;(Ys — y3) + (& — 1) 05, M7, (Y — )
o
2)1

=& M*B+@G0AT) 0,M"B+3 0,M"(AY © B) + (@ © AT) 02, M*(AY © B)
1 ~ o~ || * A~ o~ -~ * o~ o~ ~ *
DS D TACT AN 99 BT FCFCL( CRSETD BS 5) pEt FAuN T
I % I1J i I %

+ (o 0a)T("M)B+0 (af|av]) + 0 ([ay]?)

1, ~
+ 5((531 —2)H % M;, + Lsepi||z: — x?HS +0 (||YJ -y

+ Z Z Poiai By [("M*)is + O (||Ys —y3|)]
7

~T N N .
—& M B+ (5o 08) ("M*)B
+ (@0 AF) 9, M B+3a 9,M*(AY @ B) + (3 © AF) 02, M*(AY © B)

1 PPN 112 3
+§XI:Z<PUCM <H$i—$1 )

Hr
+0 (G| aY][) + 0 (JJAY|*) + O (JAB], - Voo (@2))

+ 2L36uH53¢ — a7

The first line can be rewritten as
3 M*B+(Go0a) ("M)B=(1—-a)p+a M*AB+ ($o0a) ("M*)B
= (1—Go)p+ A3 M*AB+ (3o ©a)T ("M*)B
— p+AG M*AB+(3,0a)" [("M*)B - pl]
—p+AG MAB+ (G0 0a) (MW - p1] +0 (G| AB], ).
>0

On the second line, it is not hard to check that

@0 AF) 0, M"B = @6 AF) 9, M*AB = (a" © AT)T0,M*AB + 0 (|| Ad]|,||az] | aB], )
and likewise for the other terms, and so

(G©AF)T0,M*B+7 0,M*(AY @ B) + (3 © AF) T2, M*(AY © B)

= (a* ® AF)TO,M*AB + A& 9,M*(AY 6 ") + (a* © AT)T92, M*(AY @ b%) + O (HAEHS + ||6z||3) .
We can lower-bound the first term on the third line as

1 ~ o~ ~ * ~ * 1 ~ A~ || *
5 Z:Z:‘P“ai (sz - xIHi{I +2Lseri|Ti — “TIHS) Z3 Z:zi:@uaiuwz' - $1H2 (Omin — 2L3€1; - A7)

Pmin
=73

Omin

4L,
SN GnlE - i = a7 - ar|* + Y@ ™S = Y allF - ai])” + 0 ([ad]],[|a7] )
I i I I I

>0

by our assumption that A\t < . Further, we can decompose this lower bound as
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2
, as

SaillEr—ail* = > ar (<287, aX0) — |aX|*) = -2 3 ai (a7, A%,) + 0 (JJax]*).
I I

I

and transform the remaining quadratic term, using that 2 (a,b) < 2HaH Hb” < HaH2 + ||b’

Thus, combining the above bounds, we have
Fm-(@,%,B,Y) > p+ AG M*AB
+(a* © AF)TO,M*AB + AG' 9,M*(AY ©b") + (a* © AF) 02, M*(AY @ b")

_ "% S a; <A%I,AX1> ) (||A2H3 1162 + 18] (50 +Voo(@, ;L:))) ,
I

One can derive the analogous upper bound for Fp- (A4, X, 5, y). Combining the two, we obtain

Fn,m* (aa &'\7 B7 Y) - Fn*,m(A7X7/b\7 Z/\)

AAY 0 0 M+ 9,My ] [Ad
> _ AX 0 a* 73 id a*d M*  a*92, M*b* Af
= AB —(M*)T —(a*0, M*)7T 0 0 Ab

AY —(0,M*b*)T  —(a* 32, M*b*)T 0 b*omnid | \ AF

+0 (|AZIP + 1621 (To + 0Vhos(2)) + 1162]2) -

~ ~ 2
It just remains to note that ||dz|| (wo + onOS(%\)) < 116z2]12 + 3 (@0 + UVPOS(E)) . <

H  Proof of convergence of CP-MP in the exact-parametrization case

In this section we prove Proposition 6, which states that CP-MP converges under the same conditions and with
the same rate as CP-PP. The proof essentially combines the convergence result for CP-PP with the general
fact that the Mirror Prox and Proximal Point updates coincide up to order-3 terms, a consequence of the two
following lemmas.

» Lemma 49. Let A € R™*? and b € R™ for some m < d, with A having full rank, and denote Z =
{z eR% Az = b}. Define the semi-norm
VoueRY [[v]l.z = max (5,v)
lls]]<1
As=0
where ||(5|| is the usual Buclidean norm. Consider some function F : R® — R with Lipschitz-continuous second-
order differentials. Let D : Z x Z — R, such that for any 2° in some subset Zy C Z,
D°(z) == D(z,2°) is strongly convex and smooth over z € Z, and the constants do not depend on 2°.
There exist H = H;; > 0 and K = K;ji an order-3 symmetric tensor (that depend on zo) such that

VD%z) =H(z -2+ 5(2-2°2+0 (Hz — ZOH3). That is, using Einstein’s summation notation,
1 4
VDO(=)): = Hig(z = 2 + 5 Kigel(z = 2 (z = 20" + 0 (|2 = 2°)..

To be clear, we assume that owin(H)™! and the norms of H and K, as well as the constant hidden in the O(-)
in the above equation, are all bounded by a constant that does not depend on 2°. Consider the Mirror Prox (MP)
update zﬁl;l = MP(z¥;n) defined by

1
z=argmin (VF ("), 2) + 5D(z7 2F)
Az=b

1
28 = argmin (VF(2), 2) + —D(z, 2%).
Az=b n

Then, if 2F € Zy (and for n small enough),

1

ot~k = HIPVF(R) +n*H P <V2F(z’“)H_1PVF(z’“) - 5K [H—1PVF(zk)]2)

0 (R VEE),)
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where O(-) hides only the aforementioned constant and the smoothness constants of F, and where
P=I-AT [AH'AT] " AH .

» Lemma 50. Under the same conditions and using the same notations as in the previous lemma, the Prozimal
Point (PP) update 255" = PP(2F;n) defined by

1
zf,;l = argmin F'(z) + —D(z, zk)
Az=b n
satisfies

2Rt ok = pHT'PVF(R) +0?H'P- (VQF(zk)H‘lPVF(zk) - %K [H_lPVF(z’“)]Q)
+0 (*IVEEM,2) -

That is, Zf,;l — Z{f/f;l =0 (773||VF(Zk)H*z)'

» Remark 51. One can check that P2 = P and that H~!'P is symmetric, i.e., P is a projection which is
orthogonal for (-, )y -.. Furthermore, PAT =0, ie., PT projects onto the kernel of A, and so the semi-norm
| Pv|| = max5<; (6, Pv) is dominated by ||v|.z (the operator norm of PT being bounded by a constant).

» Remark 52. In the Euclidean case where D(-,-) = %H C— ’ 2, we recover the formulas from [29, Prop. 2]. In
the case where the divergence function D(-,-) is a Bregman divergence, we provide a finer (order-2) expansion

than [1, Prop. 1] (which was order-1).

In the next subsection we show how to prove Proposition 6 using (a min-max version of) the two above
lemmas, and in the two following subsections we prove Lemma 49 and Lemma 50 respectively.

H.1 Proof of Proposition 6

In this subsection we assume the exact-parametrization setting, i.e. n = n*, m = m™*, and we use the notations
introduced in Appendix A.

Preliminaries

For all z,z € A, x X™ x A,, x Y™, denote

~ ~ n ~ —~ 112
D((avm)v(aax)) = D(ava) + %Zalnxl _sz )

K3

~ o~

similarly for D((b,y), (b,9)), and D(z,z) = D((a, ), (a@,%)) + D((b,y), (b,7)); in particular we have V(z) =
D(z*,%). Also let

= = 211" = fla = all; + manxfjs = 22"+ [Jb = B[] + maxy; - 55

and recall from Claim 21 that divergence and squared norm are equivalent in the sense that, if a;,a;, bj,gj >c=
©(1) for all 4, j, then ||z — 2”2 <D(z2) S |2 - 3”2

a

v

Furthermore, denote g(2) = | G, | Fnm(2) and define the semi-norm
7vy
[vll«z = (0z,v).

max
§2ER™ X A" XR™ x Y™
lloz]I<1
1T 6a=1"6b=0

By definition, z* is a stationary point of the vector flow g(z) under the constraint z € A,, X X™ x A, x Y™,
and z* belongs to the relative interior of that domain. So by smoothness of F,, ,,,
l9(2)

z—2z"




Guillaume Wang & Lénaic Chizat 61

Comparing the CP-MP and CP-PP updates

Starting from z*, the CP-MP update z**! is given by

Z = arg min arg max <g(zk), z> + 1 [D ((aw), (ak,xk)) - D ((b, Y), (bk, yk))]
z y

~k+1

3 k

= argminargmax (g(2),z) + 1 [D ((UL,:I:)7 (a '7xk)) -D ((b7 Y), (bk,yk))}

a€N,  bEA,, n
rzeX™ yeym™

and the CP-PP update z**1 by

k+1

2"TH = argminargmax Fy, ,(2) + ! [D ((a,z), (ak,xk)) =D ((by), (", yk))] .

a€A,  bEA,, n
rzeX™ yeym™

It is not hard to adapt the proofs of Lemma 49 and Lemma 50 to cover min-max updates of these forms,
as D(a,d) = +oo for a on the relative boundary of A, so that the constraints reduce to 1Ta = 17b = 1.
Furthermore, it is not hard to show that HAZ’“‘H H, HAzk‘H H < HAzkH +n, so in particular by choosing rg and n
small enough, we may assume 2, 2F+1 ZF+1 ¢ Z) = {#; min; a;, min; b; > c}, and the assumptions of Lemma 49
and Lemma 50 on D(-, z¥) are satisfied. Thus we have

A LA VCh] P e |

Let us convert the above bound on ||Z#1 — 2*1|| into a bound on |V (2#*1) — V(2#+1)|. Since we can assume
ZhHl ZhHl ¢ Z4 by using that h : s+ slogs — s+ 1 is c-smooth over [c, 1] one easily checks that, denoting
w=(a,8) and p = (z,y),

D(w*,wh) — D(w*, @) = D@, W) = > (W (wfth) = (@) (w) — @t

i i
i

-0 (Hwk+l _ ak+1H2 [kt - wkHHHAakHH)
by Bregman three-point identity; and similarly, for each 4
Iz = i = o = B * = O (ot = 52 + ok = 5 [ agt ) -

Now it is not hard to show (in fact this is just (38) below) that HE’“H - z"”‘“ s 77”Vg(zk)H and so HAE’““H <
HAZ’“H. So

‘V(ZkJrl) _ V(szrl)’ _ |D(Z*,Zk+1) _ D(Z*7zk+1)| § nBHAzkHZ S UBD(Z*,Zk) _ 773V(Zk).

Proof conclusion

In the proof of Theorem 5 we showed that
V(MY <VER) = 0720V (M)

for some C dependent only on (f,X,Y) and I'y, for n,o small enough and r¢ small enough (depending on
n,0). So

VEH) S VEE) - (C/2PV (E) + 0 (rPV ()

and we can conclude to the local exponential convergence of the sequence of CP-MP iterates in exactly the same
way as for Theorem 5.

H.2 Proof of Lemma 49

To lighten notation and since we focus on a single iteration, instead of “z{f/[‘”l;l = MP(z*;n)” we will consider

MP (2% n) = 22 with
1
2t = argmin (VF(z"), 2) + —D(z,2°) (U1)
Az=b n

1
2> = argmin (VF(z"),z) + —=D(z,2°). (U2)
Az=b n
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The goal is to get an order-2 expansion for §z = 22 -2V,
Also to lighten notation, we will write HVF H for |[VF(2° || _ (and similarly for VF(z')).
First estimates
By Lagrangian duality, there exist A, A2 € R™ such that
1
VF(2°) + -VDO(zh) — ATAl =0 (S1)
n
1
and VF(z')+ 5VDO(z2) —ATNZ=0. (S2)

As a first consequence, since (z! —2°)T AT =0, we get that
(21 = 20T |VF(2) + %vpo(zl) =0
gllz1 PP < (2= 20T (VD) = VDO(2%)) < apl|=t = 2| VE ()
I2" = 2% S ul|[VEE)||
and also consequently ||VF H < HVF H +O(]|z1 =20 < HVF || Similarly since (22 — 2°)TAT =0,

1% = 2| S nl VEGEH[ <l VEE)]- (38)

An order-1 expansion for the first update (Ul)
Next we want to get an explicit approximate expression for VF (zl) only in terms of z°, based on the expansion
VF(zY) = VF(") + V2F(2°)(z' — 2 )+O(||z 0||)2).

For this we want to get an explicit approximate expression for z! — 29.

From (S1) and an order-1 expansion of VD, we have
NVF(") + H(z' = 2%) = nATA = O(||2* = 2°|)
b= 20 =qH ' (-VF(") + ATAY) +O(||z! = 2%%)

and this will get us an expression of z' — 20 of the correct order for this paragraph’s purpose. It remains to
identify ATA'. An approximate expression of it can be obtained simply by

CA( =) = 0= AH (V) + AT + %O(Hzl T
AHYATN = AH7'VF(2°) + %0(\\21 )
A = [AH'AT] " AH'VF(2°) + %O(Hzl —20%)
since AH ' AT is invertible as an m x m product of full-rank matrices. Thus we get

A0 — gt (1 — AT [AH'AT]T AH*) VE() +O(]|2* — 2°)2). (P)

=P

To recap, we showed that

VF(z') = VF(2?) = nV2F(°)H ' PVF(2°) + O(||z* — 2°|1?). (39)

An order-2 expansion of ¢z (the second update (U2))

Recall that we denote §z = 2% — 2°. From (S2) and an order-1 expansion of VD?, by exactly the same calculations
as in the previous paragraph,

£\ = [fuarlAT}’1 AH'VF(Y) + 10(||<sz||2)
U (40)
and 6z = —nH 'PVF(z') + O(||oz|).
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However this is not precise enough for our goal, as the error is order-2 in 7.
From (S2) and an order-2 expansion of VD, we have

. 1 .
nVE(z") + Hy627 + §Kijk§z]52k —nATA2 = 0O(|6z|?)
1 .
(Hl-j + 2Kl-jk5,zk> 627 = —nVE(zY) +nATA2 + O(||62®)
where unmarked vectors are implicitly indexed by subscript 7. Denoting for concision

Gij = Kijk&zk and vi=H1 (VF(zl) — AT)\Q)

1
2
(note that G is symmetric since K is), the above equation writes
(H + G)6z = —nHv + O(||62|])
(I+H 'G)oz=—nv+0O(||52]*).

Now |G| S l162]| S 0| VF(°)||so I+H'G)" =I-H~'G+0 (nQHVF )| ) and by our order-1 estimates
from (40) we have |jv|| < |[|[PVF(z1)|| + & H(5z||2 < [VF(2°)]| using that ||Pe|| < [|e]|.z by Remark 51. So

5z = —n(I — H'GQ)o + 0P| VE()|). (41)

It remains to estimate v, and namely the AT A2 term, up to O (n2||VF(zO)H) error terms. To do this just
write

A5z =0 = —nA(Il - H'G)o+ 0 (*|[ V()|
AU =176 =0 (VP ).

We already have an estimate of G of the correct order thanks to (40):

Gij = %Kijk.cSzk
1
~ 3Kk [—nH ' PVF(z")]" +0(|52]?). (42)
o
Since [|v]| < |[VF(2%)|| we just need to solve for ATA? in A(] — H'G)v = (7] [VEE)|| )

AU = HGYH™ (VF(Y) = ATX) = O (| VF()|)
AL - H\G)H AN = A(I - H\G)H'WF(z)) + O (n |VF(0)| )
A2 = [A(I - H—lé)H—lAT] AL - HO'G)H'VE (Y
+0 (2| VFE)|).

Since HéH hS nHVF(ZO)

AI-H 'G)H 'AT = AH'AT — AH'GH'A"
= AHTMAT (1= [AHTAT) " AHT'GH AT
A= HG)E AT T (1-[AE A7) AH'GH AT artaT)
= (14 [AEAT) AT GHT AT ) [AHT AT] T 0 (2| VRGO
= ([AH*AT]‘1 +[AH T AT) AR IGH AT [AH T AT]

+0 (PIVEE)]).
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Substituting and expanding the product, and neglecting the terms in HéH2HVF(zO)

, we get the following

expression for A?; as a sanity-check, when we neglect the terms in Hé HHVF (20)| , we recover the estimate

from (40).
X2+ 0 (| VFE))

= ([AH A7) 4 [AH AT AR GH AT [AH T AT] ) AL - HO'GH IV F(E)

=(

[

[ o
— ([aH—1aT

[

[

—1

ABTAT) T A+ (AR AT] T AR GHTIAT [AHTIAT] T A= [ABTIAT) T AHTIG) HOVR(:)

YA [AETAT) T ARG (- HOAT [ABTIAT) TN A)) OV ()

—1

= (

I
I
AH'AT]
~ ([am—amy™

A-
AB = [AHAT) A GH (- AT [AHT AT AR ) VR
AH™ = [AHT' AT AHTIGH™ P) VF(2").
Substituting, we get the following expression for v = H=! (VF(z!) — ATA?):
—Hv=AT\? —VF(z")
= (AT (A AT AT - AT [AHTAT) T AT GHTIP 1) VE(Y) + 0 ([ VECO)|)
= (=P = AT[AH ' AT) T AHTIGHP) VE() + 0 (][ VFEO)|)

v=H (I1+AT [AHTAT] 7 AHTIGHTY) PYR(Y) + 0 (2| VR

Substituting into (41) and using HG - éH < nZHVF(zO) 2, we get the following expression for dz:

62 = —n(I — H' G+ 0 (v*[|VF")")
— (I -HG)H! (I + AT [AH1AT] AH—léH—l) PVF(') + 0 (n3HVF(z0)H3)
= —pH NI = GH™Y) (T+ AT [ARTAT] " ART'GHY) PYF(Y) + 0 (| VFGO))
=g (1= (1- AT [AH7'AT] A=) GHY) PO + 0 (| VEE)|)

= —yH ' (1= PGH') PVF(z") + O (*| VF(0)|).
Expanding and recalling the definition of G (42), we get that

[GH PYF()] =Gy (B PYRG)

= %Kijk [—pH'PVF(zY)]" [H ' PVF(z")]’

= iy K [ PR [H PYE()
or in shorthand, GH 'PVF(z') = —n%K [H'PVF(z")]*.
So finally, we can write 0z as
52 = —nH 'PVF(z) — 2 H 1P %K [HPVF(Y]" +0 (n IVE:)| ) (43)

To make the expression of dz fully explicit and conclude the analysis, let us substltute the expression of
VF(z') from (39). Note that doing so makes us lose an order of precision in |[VF(z%)| for the first term.

6z =—nH 'P[VF(z°) —=nV?F(z°)H'PVF(°)] + ’H "' P- %K [H'PVF(")]" + 0(773HVF(,20)H2)

%K [H—1PVF(ZO)]2) +0(n*[VEE)|).

(44)

= -—nH 'PVFQ°) +n*H'P. <V2F(20)H-1PVF(20) -
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H.3 Proof of Lemma 50

We keep the notations of the previous section, and this time we are interested in getting a similar Taylor
expansion for the Proximal Point (PP) update PP(z%;n) = 2°° defined by

2> = argmin F(z) + 1D(z, 29). (Uoo)
Az=b n

The goal is to get an order-2 expansion for §z = 2> — 20,

Also again to lighten notation, we will write || VF(2°)]| for HVF(ZO)H*Z and similarly for VF(2*°).
By Lagrangian duality, there exists A € R™ such that

1
VF(2°)4+ =VD%(z®) - ATA =0. (Soo)
]
By similar calculations as for MP, we get that

162] S nl|VE (™) S nl|VEE)].

An order-1 expansion of §z

From (Soco) and an order-1 expansion of VD, we have

NV F(2°°) + Héz —nAT X = O(||62]%)
6z =nH " (=VF(2>)+ ATX) + O(||02|*).

We can get an approximate expression of AT\ by
%Aéz =0=AH ' (-VF(z®)+ A"\) + %O(H(szH?)
AHYATA = AH-'VF(:) + %O(H(Sz”)
A= [AH‘lAT]_l AH'VF(2>) + %O(||5z||2).
Thus we get

62 = —nH ™" (1= AT [AHT'AT] ™ AHTY) VF () + O(|6]]%).

=P

This limited-order expansion is sufficient for us to get an approximate expression of VF(2°°) in terms of 2Y.
Indeed,

VE(2®) = VF(2%) + V2F(2°)52 + O(||62?)
=VEF (") = nV2F(:°)H ' PVF(2™) + O(||62|*) (45)
(I+nV?F(z°)H 'P) VF(2>) = VF(z°) 4+ O(||6z[?)
VF(2>) = (I -nV?F(z")H'P) VF(2") + O (n*||VF(z?)]|)
using Remark 51 to control the error in the last line.
An order-2 expansion of Jz.
From (Sco) and this time an order-2 expansion of VD°, we have more precisely
] .
nVF(2*°) + H;;j62 + §Kijkéz]5zk —nATX=0(|6z|®)
(46)

1 .
(Hij + 2Kijk<szk> 027 = =V F (%) +nATA+ O(||é2])

where unmarked vectors are implicitly indexed by subscript ¢. Denote for concision

G,;j = %Kmk(?zk and V= Hil (VF(ZOO) — AT)\) .
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We can unroll the exact same calculations as in the last paragraph of Appendix H.2 with VF(z!) replaced
by VF(z°°), and we obtain an equivalent of (43) for PP:

6z = —nH 'PVF(2*) = n>H'P. %K [ PYF()]" + 0 (R VFEO)|).

Since the expression of VF(2>°) in terms of 20 for PP (45) is exactly the same as the one of VF(z!) for
MD (39), the very last step of the calculations is also the same, and we get

1
6z = —nH 'PVF(:°)+n?H ' P- (VQF(zO)H_lPVF(zO) — 2K[H_1PVF(20)]2) +O(n?||[VE(%)])). (47)
The only difference is that we lose yet another order of precision in |[VF(2°)| in the error term compared to (44).

| Proof of the main result

In this section we show in detail how our main result Theorem 2 follows from combining Proposition 7,
Proposition 8 and Theorem 9.
Proof. Fix 'y > 1. Choose 19, 0¢ as in Theorem 9. Fix any n < ng,0 < g9 with Fgl < % < Ty. Let A\, 7 as

in (23), let (¢1)7, (¢s)s as in (13), and let V4 and V as in (12). Let C,C’,7 as in Proposition 7. Let C,7 as
in Proposition 8. Let K resp. Ry the quantities denoted « resp. rg in Theorem 9.

Let ro = min{7, 7, 6”(%’)5/4}. Denote (z*); the CP-PP iterates and p* = >0 | afc?z?, vk =3 b?éyf.

Suppose NI(u°, %) < rg, then by the second part of Proposition 7,

C'Vi(2°)%* < NI(u°,0°) <o

ro 4/5
= v (3)
” 4/5
— V(2% < T (2°) < Ty (50/> < Ry.

So by Theorem 9, V(2*) < V(2°)(1 — K)*, and so by the first part of Proposition 7,

NI ) < CyfV () < GV (VI K) < OV (1 f;)

This proves the first inequality of Theorem 2 by letting C' = Cv/Ro and k = %
Moreover, by Proposition 8,

WERS (4, *) + WER3(WF, v*) < 2V (%) (14 C 2 (xr)?)
<2V()(1 - K)F (1+ ¢ Iyl On)?)

< 2Ry (1 e Fgl(Ar)Q)(l — ),

which proves the second inequality of Theorem 2 by letting C” be the underbraced expression. <
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